REPORT NO.DOT-TSC-0ST-76-60

TRANSPORTATION STATISTICAL
DATA AND INFORMATION

Robert Tap
Alan Kaprelian

U.S. DEPARTMENT OF TRANSPORTATION
TRANSPORTATION SYSTEMS CENTER
KENDALL SQUARE
CAMBRIDGE MA 02142

JUNE 1977
REPRINT

FINAL REPORT

DOCUMENT 1S AVAILABLE TO THE U.8. PUBLIC
THROUGH THE NATIONAL TECHNICAL
INFORMATION SERVICE, SPRINGFIELD,
VIRGINIA 22161

Prepared for

U.S. DEPARTMENT OF TRANSPORTATION /

OFFICE OF THE SECRETARY
Office of the Assistant Secretary for Policy,
Plans and International Affairs
Office of Transportation Systems Analysis
and Information
Washington DC 20590



Technical Report Documentation Page

1. Report No.

'DOT-TSC-0ST-76-60

2. Government Accession No.

3. Recipient’s Catalog No.

4. Title and Subtitle

TRANSPORTATION STATISTICAL DATA AND
INFORMATION

5. Report Date

June 1977 Reprint

6. Performing Organization Code

7. Author's)

Robert Tap and Alan Kaprelian

B. Performing Orgonization Report No.

DOT-TSC-0ST-76-60

9. Pei-‘mming Organization Name and Address

U.S. Department of Transportation
Transportation Systems Center
Kendall Square

Cambridge MA 02142

10. Work Unit No. {TRAIS)

OP735/R7824

11. Contract or Grant No.

12. Sponsoring Agency Name ond Address

U.S. Department of Iransportation

Office of the Secretary

Office of the Assistant Secretary for Policy,
Plans and International Affairs

Office of Transportation Systems Analysis
and Information
—Washington DC 20590

13. Type of Report and Period Covered
Final Report

July 1975-December 1976

14. Sponsoring Agency Code

Suppizmentary Notes

16. Abstract
data administrators.

data and its history.

The document contains an extensive review of internal and external
sources of transportation data and statistics especially created for
Organized around the transportation industry
and around the elements of the U.S. Department of Transportation, it
is the most comprehensive single document that reviews transportation

17. Key Words 18. Distribution Statement 4
Transportation Data,

i 3 1 DOGUMENT IS AVAILABLE TO THE U.S. PUBLIC
TransporFaFlon SFatlSthS ’ THgOUGH THE NATIQNAL TECHNICAL
Data Administration

INFORMATION SERVICE, SPRINGFIELD,
VIRGINIA 22161

19. Security Classif. (of this report)
Unclassified Unclassified

20. Security Classif. (of this page)

21. No. of Poges 22, Price

226

Form DOT F 1700.7 (8-72)

Reproduction of completed page authorized



PREFACE

A study of current transportation data sources and
pProgram used within the Office of the Secretary (osT)
for the purpose of identifying and organizating these
transportation statistics was performed by the Information
Division of the Transportation Systems Center under
Project Plan Agreement OP-631*, Sponsorship, overall
direction, and guidance, for the study was provided by
the Office of Systems Analysis and Information of the
Office of the Assistant Secretary for Policy, Plans and
International Affairs. Results and conclusions of the
study serve to define the scope of transportation statistics
available to Departmental analysts.

*OP-631: Bibliographic Data File Development,

iii



Section

1.

TABLE OF CONTENTS

Page
CONCLUSIONS AND RECOMMENDATIONS......ceoveeveccnens 1-1
1.1 General Background........coteiencecncesocanns 1-1
1.2 CONClUSIONS . evcencroroonsnosssssscsassasassas 1-2
SUMMARY OUTLINE OF DOCUMENT.....vevveeerectanoaosns 2-1
2.1 The Problem......coetvieeeoenansesossssoaosans 2-1
2.2 Structure of the Document......oeeevevcecanass 2-3

2.2.1 ObjectivVe....iiveereienenaseocncnsansos 2-3

2.2.2 Data ColleCtiOn....vveeeeeeecncsoansnns 2-3

2.2.3 Data Utilization.......eeeeeeeenececans 2-4
EXTERNAL DATA. ...t ittt tesretosocnesssssatcasesssens 3-1
3.1 Characterization of Data Supply System........ 3-1
3.2 Air Transportation Data.........eeeveerocnsnnn 3-2
3.3 Rail Industry Data.....eeereeaeecononcssonncns 3-4
3.4 Intercity Bus Industry Data..........c.veeuvee 3-8
3.5 Intercity Truck Data.......ccivenueccenscacans 3-8
3.6 BART Study - Example of Urban Area Data....... 3-11
3.7 CALTRANS - Example of State Transportation

DAt8. e et ieoerootoesosetsasansseasssssnossanss 3-15
3.8 Lawrence Livermore Laboratories (LLL)-National

INdeX. oo oeeeeeeaoesososeansosnseasssasasansenss 3-23

INTERNAL DOT GENERATED DATA... ...t iaronsoncnn 4-1
4.1 Background.......ceveeeeoosisssacasssosanoasos 4-1
4.2 United States Coast Guard (USCG)......ecouvene 4-1

4.2.1 Motorboat Accident Statistics (MBA).... 4-1
4.2.2 Merchant Vessel Documentation System... 4-2
4,2.3 Merchant Seaman Locator SystemM......... 4-2

o ——



TABLE OF CONTENTS (CONT'D)

Section Page

4.2.4 Pollution Incident Reporting System II
(PIRS) ittt ittt ititteeneneeneneneneannnes 4-2
4.2.5 Standardized Aid to Navigation Data
Systems (SANDS) - Phase (Work

Reporting) ... i iniiiiniiiennnnnnnnns 4-3
4.2.6 Operating Facilities Publication
System (OPFAC) ... i inrr e eeennnnnas 4-3
4.3 Federal Aviation Administration (FAA)......... 4-4
4.3.1 Accident, Incident, Violation Information .... 4-4
4.3.2 Aircraft Information ....ccevevenns ceseod-4
4.3.,3 Airman (Non-Medical) Information........ 4-5
4,3.4 Aviation Activity Information ........ «od=~5
4.3.5 Airports Information.......ceeceeeu.. ceed-5
4.4 Federal Highway Administration (FHWA)......... 4-6
4.4.1 Motor Carrier Accident Reports......... 4-6
4.4.2 Highway Statistics, Annual Publication. 4-6
4.4.3 National Highway Needs.......voveeun... 4-7
4.5 Federal Railroad Administration (FRA)......... 4-8
4.5.1 Waybill Statistics System.............. 4-8
4.5.2 Accident Incident Reporting System..... 4-9
4.5.3 Grade-Crossing Inventory System........ 4-10
4.5.4 Railroad Locomotive Inspection......... 4-11
4.5.5 FRA Safety Inspections........ceeeeeun. 4-11
4.5.6 Track Inspection System.........oeeenn. 4-11
4.6 National Highway Traffic Safety Adminstration
(NHT S A o ittt ittt ittt et ittt eteeteeenennnannnns 4-12
4.6.1 National Accident Summary System
(NAS/UADT ) ¢ vttt eeeie et neaneenennnens 4-12
4.6.2 Fatality Analysis File.....vveeuuennnn. 4-13
4.6.3 HSRI Accident Data SysteM........eo.... 4-13
4.6.4 Vehice-in-Use Questionnaire Proccesing
R - 1 4-13
4.6.5 Vehicle Equipment and Manufacturers
Identification System (VEMIS).......... 4-13
4.6.6 Tire Identification and Record Keeping
Statistical Applications System........ 4-14
4.6.7 Evaluation Data System for Office of
Alcohol CountermeasuUres.....oovveeneeen. 4-14
4.6.8 Motor Vehicle Import Information (MVII)
B0 o - 4-14

vi



Section

4.10

4.11

TABLE OF CONTENTS (CONT’D)

Page
4.6.9 Office of Standards Enforcement Vehicle
Selection Matrix (OSE VSM).......0cuvnn 4-15
4,6.10 VIN Information System (VIN)........... 4-15
Urban Mass Transportation Administration
(UMTA) ittt iie it tesesteeesetoansosnnanennnas 4-16
St. Lawrence Seaway Development Corporation
(SLSDC) ettt ittt it tteneeanessoeennansaaeannns 4-16
Materials Transportation Board...........cc..v 4-17
4.9.1 Hazardous Materials Incident Reporting
System. ..o iinirerieenenensnocnnnansns 4-17
4.9.2 Pipeline Carrier Accident Report,
DOT Form 7000-1.....cccieeeensnonnnness 4-17
4.9.3 Office of Pipeline Safety Operations
Automated Leak and Test Failure
Reporting SysStemM....cciererrenenenanens 4-19
Transportation Systems Center (TSC) - Data
Utilization Program......c.cceveeensonssconosas 4-20
4.10.1 Air Industry Data Base System.......... 4-20
4.10.2 Railroad Industry Data Base............ 4-21
4.10.3 Trucking Industry Data Base............ 4-21
4.10.4 Commodity Flow Data Base.......oceeveen 4-21
4.10.5 Interstate Commerce Commission (ICC)
Quarterly Data@.....vveiveeeresonenonnen 4-22
4.10.6 Automotive Data Base........vcevencennn 4-24
4.10.7 DOT/TSC Automotive Manufacturing
Assessment SystemM......vovvrevevenacnns 4-24
Joint Projects (OST and Other DOT or non-DOT
OrganizationsS) . ueeeeerreeeesncosasosassesnnens 4-125
4.11.1 Journey-to-Work Continuous Survey (In
Conjunction with FHWA, UMTA, HUD and
CeNSUS) v evereestosesssssosassonsanaons 4-25
4.11.2 National Travel Survey (with FHWA,
UMTA, and CensSUS) . v eeveecevesnsoasans 4-25

4,.11.3 International Air Data Project (with

CAB, U.S. Travel and Justice (INS).... 4-25
4.11.4 National Shipper Survey Expansion

Project (with Census)....eevuroeeeecnn 4-25

vii




TABLE OF CONTENTS (CONT'D)

Section Page
4.11.5 Domestic and International
Transportation of U.S. Foreign Trade
(with COE, MARAD and Census)....ceoese. 4-26
5. OST DATA COLLECTION. . ... .t iiveronenonnsnsssnnosnas 5-1
5.1 Summary of SecCtion.....iueviiiereeneneoneanosns 5-1
5.2 International Airlines Passenger Data......... 5-1
5.2.1 Background........ciiiitiiiiiiiiinienan 5-1
5.2.2 Raw Data I-92 FOTMS.....ooutrirvenennns 5-2
5.2.3 ProducCtS....iiieeiiorrensnnnsanoeneonss 5-4
5.2.4 FUtUTE... ...ttt iitrrnneensonasonansonans 5-5
5.3 Census of Transportation......coeeeeieronccenas 5-6
5.3.1 Background........ecoeeeescocasaccncens 5-6
5.3.2 Raw Data of CTS. ...t iinriinnrannnns 5-8
5.3.3 ProducCtsS...vevisereroreosoeonnanennnnas 5-9
5.3.4 FUtUTE. ..ttt ittt ennenentnoosonsonsnnas 5-9
5.4 Journey-to-Work Supplement to the Annual
Housing Survey........iiiiiinineenrennanannsns 5-9
5.4.1 Background.........oiiiicencciinencnanns 5-9
5.4.2 Raw Data of the Journey-to-Work (J-T-W)
Supplement.......oviiivieornncnoncensns 5-10
5.4.3 Products of Journey-to-Work Supplement. 5-11
5.4.4 FutuUTe......iiieiiiinsenncesonassnsnnas 5-11
Appendix A DefinitionS..eece.. Cessesesaans cecsssessnee A-1
Appendix B The Department of Transportation Information
Program - An Historical and Legal
Perspective.ccececeocesse SiE st eeses B-1
Appendix C Data Base Administration Requirements
Document (Proposed)....... cecsacenne cessesses (-1
Appendix D Possible DOT Sources of Data..... cesesesseas D-1
Appendix E TSC Data Tape Library System (Roles

and Responsibilities Description)........... E-1

viii



Figure

3-4

3-5

3-6

3-7

3-8

3-9

LIST OF ILLUSTRATIONS

Page
AiTline Data FloW.......'iueieseennnaeonenenaannsas 3-3
Railroads - Major Data and Information Flows....... 3-5
Railroads - Major Data and Information Flows
(Continued) .. ...t ieeneeereeenennnnseseenonensons 3-6
Railroads - Major Data and Information Flows
(Concluded) . v ittt ittt it itieeoeeeoeensssennnnnnnans 3-7
Intercity Bus Lines - Major Data and Information
FlOWS . ottt it eit e tinetanooeseseonesnenennnenns 3-9
Intercity Bus Lines - Major Data and Information
Flows (Continued)......uvitiinieenesennnnnsonensnsns 3-10
Common Carrier Truck Lines - Major Data and
Information FloWS. ..iieeeeeeneoeenneoreensnneennnns 3-12
Common Carrier Truck Lines - Major Data and
Information Flows (Continued).......veeeeneroesosan 3-13
Common Carrier Truck Lines - Major Data and
Information Flows (Concluded).......vvieenennennnnn 3-14
Sample Printout of BART Impact Program Data
O o - - 3-16
Sample Printout of Data Set Description in BART
Impact Program Data Catalog. v ueeerveeenrnnenesansns 3-17
Sample Alphabetical Listing from TPSIS............. 3-19
Sample of TPSIS News RElE8SE€.....vieuenneenneennnns 3-20
TPSIS Development Plan - Stage Il.......ovueuvvennn. 3-21
TPSIS Development Plan - Stage III................. 3-22
Lawrence Livermore Laboratories (LLL)
Computational Capability..eeeeveeeeeeseenneoonsnans 3-25
The MASTER CONTROL Information and Data Management
SY St M et ennesenosasosonesneeonnsonoesaeenonss .o 3-26
Sample Extract from National Index of Energy and
Environmental Data Bases and ModelS......... ceeenens 3-28

ix




Figure
3-19
3-20

3-21
5-1

C-2

c-3
C-4

C-5

C-6

E-2

LIST OF ILLUSTRATIONS (CONT’D)

Page
Sample Abstract from National IndeX ......ceeevececnscncsanans 3-29
Comparison of Observed and Interpolated Surface
Winds From the San Francisco Bay Area Pollution
Model, Employing a Master CONTROL Data Base€ ....vvevevcocesass 3-30
ARPA Network, Geographic Map, January 1974 .....vceeeneerncss 3-31
I1-92 Form: Aircraft/Vessel RepOTt ....vvveenccronccasosannnss 5-3
Functional Elements of the Data
Base ENVIronment ....c.cceceecoecscsscssscsessesscascassnsanee C-4
System Design in a Data Base
ENVirOnment ...eeuieevecececcsssnecsscosssscsossnsscssassaseane C-11
Planning for Data Base Environment ........c.eceeevesnnonnnaes C-14
Technical Development Sequence for the
TSC Data Base Environment (Part 1) ......ccieiiveecccncaosansse C-15
Technical Development Sequence for the
TSC Data Base Environment (Part 2) ....eieevvevencecnconesanns C-16
Tentative Layout of Data Entity Cross-
Reference MatriX ...vieveeeieneecaceeesacovencsacssoannssanons C-37
TSC Data Tape Library SyStem ....vveerececcecsvoascassscanascas E-4
Proposed Scheme for Managing Data at TSC .......cevevveneennnn E-11



1. CONCLUSIONS AND RECOMMENDATIONS

1.1 GENERAL BACKGROUND

The objective of this study, sponsored by the Assistant
Secretary for Policy, Plans and International Affairs and
performed by the Information Division of the Transportation
Systems Center, was to review the current capability within
the Office of the Secretary to identify, acquire, and
utilize transportation data available for use in analyses
of policy issues in the transportation industry.. The study
showed a highly distributed source of knowledge about what
data are available to the Department and exist within the
Office of the Secretary. This document summarizes the
situation and outlines an approach to developing and main-
taining a viable directory of knowledge about such data avail-
ability.

This document addresses one part of the problem commonly
referred to as the "transportation data problem": "What
data is available?" It does not address the issues associated
with "Is the Office of the Secretary collecting the right
data?", because this question can be best answered only if
one knows what data are available to the Department. The
document proposes a structured way to scope out the vast array
of transportation-oriented-data-collection efforts in both
the private and public sectors, and to identify and describe
the useful products of these efforts.

The document also identifies, to the extent currently
possible, the known major sources of transportation data
available to the Office of the Secretary. It concentrates
on laying out a structure for relating these sources in
order to systematize the data collection efforts for the
purpose of identifying data products as a resource
for the Office of the Secretary.
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1.2 CONCLUSIONS

The following major conclusions were reached during
the investigation under this review study:

a. The Office of the Secretary overwhelmingly depends
upon transportation statistical data gathered by
organizations outside DOT. Internal statistical
data gathering is important; however, most analyses
require a blending of both to illustrate particular
issues.

b. Knowledge about the quality of the outside data is
dispersed among the various analysts who use the
data. Associated evaluations are often subjective
and, generally, are not broadly available.

c. There is no unit within the Office of the Secretary
that effectively centralizes knowledge about data
and data sources. Elements within the Office of the
Assistant Secretary of Policy, Plans and International
Affairs and within the Transportation Systems
Center attempt to provide this knowledge; however,
no centalized, structured, and documented source
exists.

d. The current situation of disaggregated knowledge
about statistical data results in considerable
dependence upon individual knowledge of each others
efforts in order to be able to search for and
identify data sources.

In summary, the current approach to handling statistical
data within the Office of the Secretary is distributed and a
lack of focus results. No one organization possesses a
broad knowledge of the transportation statistics available

to and within the Department.



2, SUMMARY OUTLINE OF DOCUMENT

2.1 THE PROBLEM

National transportation planning and policy analysis
is young compared to national economic planning, national
defense planning, etc. Because of this, a variety of
problems exist in perceiving both the relationships between
national planning and policy actions and their impact on
society. While actions have been taken by the government
prior to this time, these actions have tended to be narrowly
defined (regulation, safety standards, etc.) and to be
directed to specific sectors (rail industry, aircraft or
automotive manufacturers, etc.). The data that are reported
today tend to support these narrowly defined and directed
activities and only now are the issues of data needs to
support national transportation planning and policy analysis
coming to the fore.

Prior Secretarial testimony before Congress has stated
that...

"The problem under consideration (the
transportation information problem) is
of a magnitude and complexity such that
a considerable expenditure of effort for
a number of years will be required to
bring about needed improvements".

"...To begin data collection anew each
time a study is required is wasteful
both of time and money... Relatively
small expenditures on systematically
organized and current information can
help prevent...errors".

"...No one should think that the develop~-

ment of a useful, operational national

transportation statistics program is an

easy task or one of short duration.

Above all, it must be the objective of

such a program to move away from data

collection activities that are narrowly

oriented to the needs of individual organ-

izations and that have as their end the

production of tabular materials and reports

of limited usefulness. An effective pro- |
gram should serve the needs of as many |

2-1



agencies and institutions as possible
with the users' needs being the major
determinant of content and of organ-
ization."

In an effort to further the utility value of data
from other organizations the Secretary is directed to...
"utilize the data, statistics, and other information
available from Federal agencies and other sources to the
greatest practicable extent."

An answer to the question, "What data should the
Department collect?" requires an objective and orderly
method for reviewing the data currently collected by the
Department, other Federal agencies, and other sources.

This review method should provide an evaluation of the
potential users' requirements, as well as an assessment
that the current collection cannot yield the required
information.

The review of this vast supply of currently-collected
data is, in fact, a review of only historical data. Thus,
currently-collected data represents a supply to be re-
tailed again and again, alone or in combination with other
data, because of the difficulty of going back to collect
missing pieces. A new data collection effort is, in effect,
a wholesale operation. It must be justified on the basis
of the data's retail value from that point forward in time.

This paper presents a framework for organizing Federal
(public) transportation statistics to support national
planning and policy analysis. It proposes a concept for
systematically organizing statistical transportation data
as a retailing activity that increases the credibility of
statistics from the OST.

The objective of this study of data, data sources,
and data availability is the establishment of a statistical



data system viewpoint that will facilitate the rational
definition of the dimensions of the transportation-statistical-
data universe.

By fitting together the many pieces of transportation
and travel data, it becomes possible to develop an intelligently
assembled, meaningful body of facts to support national
transportation policy analysis.

2.2 STRUCTURE OF THE DOCUMENT

2.2.1 Objective

The objective of this document is to present the scope of
current transportation data collection activities and to
relate them to a structure that provides insight into the
dimension of the problem. By considering only the retailing
aspects of data-collection products, the evaluation of data
is approached from the supply side of the supply/demand
argument. Projects currently existing for basic data acquisi-
tion, the size of the data management problem and the way
in which source data relate to the means of supplying vital
statistics for creating information is addressed in this
document. However, the demand for data not collected is not
considered directly in this review. Furthermore, this report
does not deal with internal management data, departmental
standards for safety and the like, or forecasted data gathered
by any means (including opinion surveys). Appendix A provides
a more direct definition of data versus information.

2.2.2 Data Collection

The data collection processes of the Department are a
complex set of interactions between internal and external
organizations. For discussion purposes, these processes
may be thought of as: 1) a process controlled by an external
organization; 2) a process controlled by an internal
organization; or, 3) a process controlled by a joint efforts
between organizations.



The regulatory agencies, the Department of Commerce,
state and private organizations, and others gather data of
interest to the Department. 1In this area, the Department
exercises a very limited role to influence change; however,
most of the data,which are used within the Department’flow
from this process. These data are identified and summarized
in Section 3.

Within the Department, the Modal Administrations originate,
conduct and largely control a variety of data programs.
These programs are identified and summarized in Section 4.

The Office of the Secretary (OST) is largely dependent
upon both the Modal Administrations and external organiza-
tions for its data. It exercises its role in the process
by supplying some data collection funding support and by
participating in joint committees, designed to oversee
the directions being pursued by the performing organizations.
The current OST role is generally limited to output
specifications and review functions. Those OST data programs
that do exist are reviewed in Section 5. In appendix B,
past Congressional testimony on Department information

program efforts is reviewed.

2.2.3 Data Utilization

Data collected by any private or public program is a
resource to be utilized by the collecting organization and
any other organization requiring access to the data. The
utilization of such a resource, however, is often limited
by the media of distribution (a hard copy versus a magnetic
tape) and the ability or willingness of the controlling
organization to publish data rather than statistics. Many
organizations will produce statistics for consumption
internally or externally; however, these same organizations
are often reluctant to publish the raw data supporting these
statistics. Nevertheless, the sharing of data rather than

statistics is a growing concept.
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The sharing of data, as opposed to statistics,
significantly increases the variety of analyses that can
be performed; it also adds complexity to the associated
information that must be transferred to perform the analysis.
For example, if one is to produce statistics from data,
then knowledge of the observation and measurement system
must be communicated to the analysts along with the data.
To assure that the statistics being created are meaningful
and to effectively deal with data sharing problems, data
dictionaries and supporting documentation are created.

These documents, which represent knowledge about data,
would be available to all, and would help reduce the
duplication and isolation that now confronts the OST's
efforts on vital statistics. While the knowledge about
data would be shared, the processing of vital statistics
would be distributed and controlled by the various organ-
izations assigned information-reporting functions through-
out the Department. The resulting efficiencies would
increase Departmental institutional credibility, individual
productivity, and resource utilization. The ease by which“
this knowledge would be shared with other elements would
further DOT's standing as a member of the Executive Branch.
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3. EXTERNAL DATA

3.1 CHARACTERIZATION OF DATA SUPPLY SYSTEM

This section focuses on sources of data external to the De-
partment. Such sources produce the bulk of information utilized by
the Department in its various analytic, decision-making, and policy
formulation activities. The charts presented in support of the dis-
cussions illustrate a structure for describing and characterizing
the associated transportation statistical data supply system.

The constituent subsections address the major transportation
activities involving external sources: aviation, rail, bus, and
trucking. Each supporting subsection chart is organized with the
major operating elements identified in the left-hand column. These
operating elements are the active consumption/production organiza-
tions in their respective fields of transportation.

The operating organizations (left-hand column) report various
data elements to governmental organizations (reporting forms are
identified where known) and to private institutions (e.g., the
Reuben H. Donnelley Corp. for the Official Airline Guide) for the
purpose of distributing the data to the public. The organizations
that receive the data will be referred to as data collection organ-
izations; these organizations are illustrated in each chart in the
center column.

The data collection organizations develop products like com-
puter tapes, statistical reports, etc., which they basically whole-
sale to the public, government, or internal analyst for use in
creating information. These products fundamentally make up most of
the Department's statistical data base.

Given this arrangement, a more detailed review of two areas
is appropriate. One area involves the analysis of the data flow
from operating organization to data collection organization to de-
termine the data elements that are reported; the other area involves
the analysis of the data products to determine that the collection
procedure is producing a satisfactory data flow for the analysts.

3-1
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Although this section does not present an exhaustive list of
external data sources, it does organize and outline a structure for
some of the more frequently used data that are available to DOT.
This structure can well serve as the basis for cataloging and des-
cribing, in detail, the data elements of potential value to the
Department. It is important to emphasize that the data selected
for representation is that data which are gathered from regularized
and repetitive data collection activities and that such data are
amenable to time-series analysis, as well as cross-sectional analy-
sis.

3.2 AIR TRANSPORTATION DATA

Figure 3-1 depicts major flows of data and information origi-
nating from organizations active in air transportation. Note the
diversity of the types of data sources. Only some are regulated
common carrier airlines. These organizations file required reports
with the Civil Aeronautics Board, the agency charged with economic
regulation of the industry, and voluntarily provide Reuben Donnelley
with schedule information.

Other data are originated by the Federal Aviation Administra-
tion, the government agency charged with safety regulation and the
control of the use of air space. Other originators of data flows
include planning groups, airport operators, airmen and aircraft
manufacturers and owners. Their functfions encompass (as do those
of the FAA) not only the common carrier part of the mode, but also
the private, not-for-hire sector of air transportation.

It is also interesting to note that the FAA is not only an
originator of data, but also a recipient of data, which it synthe-
sizes into a broad spectrum of publications.

The flows of Figure 3-1 differ from the flows depicted for
the rail, intercity bus, and intercity truck modes because Figure
3-1 includes non-commercial activities relevant to air transporta-
tion. The flows defined for the other modes include only commercial
activity because only very limited reporting requirements are im-
posed on the non-commercial elements (as in trucking), or reporting

3-2
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requirements are non-existent (as in rail). In the cases of the
rail, truck, and intercity bus modes, all flows pertain only to
regulated common carriers (private or exempt). Nevertheless, even
these activities are commercial in nature and the flows, therefore,
are relatively comprehensive (with the exception of intra-state
trucking).

3.3 RAIL INDUSTRY DATA

Figures 3-2, 3-3, and 3-4 portray the major railroad data
and information flows. They can be regarded as being of two types.
The first type includes data that originate within the railroad in-
dustry and terminate outside it. This type represents most of the
rail industry data and is readily available for analysis by users.
The second type includes data that originate and terminate outside
the industry. Organizations/analysts generating this type use data
or information originating in the industry and manipulate it into
other formats (e.g., by synthesis or analysis).

Some of the data flows must be created at specific times.
Reports filed with the Interstate Commerce Commission fall in this
category. Other information flows are created at random intervals.
For example, tariff filings and schedule changes are not regularly
timed. Still other flows are created at the option of the indi-
vidual railroad. The publishing of freight train schedules in the
Official Railway Guide is an example of a voluntarily created flow.

The motivation to create such a flow may be marketing oriented. It
may also be due to a desire to cooperate with the rest of the in-
dustry to create an inclusive data base for the benefit of all.

The latter rationale underlies the flows to the Association of
American Railroads.

The nature of the processing of the data or information also
varies. In some instances, the data is published in the same "raw"
form as that in which it is received. In others (e.g., the con-
struction of price indices), considerable statistical manipulation
takes place. Some processing is entirely manual; other processing
is performed by computers.
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Line Haul Railroads: Transport Statistics,

Releases 1 and 2 of Part 1 (annual)

Switching and Terminal Companies: Transport
Statistics, Release 2 of Part 1 (annual)

Report to Congress

Statement No. 100, "Financial and Operating
Statistics of Class I Railroads," semi-annual
report

Statement No. 300, "Wage Statistics of Class I
Railroads in the United States, Switching and
Terminal Companies Not Included,” semi-annual

and annual

Statement No. M-350, '"Report of Railroad
Employment - Class I Line-Haul Railroads,” monthly

Statement No. ICI1-73, "Rail Carload Cost Scales,"
annual

Statement No. 100, "Financial and Operating
Statistics of Class I Railroads,” semi-annual
report

Report QCS, Frelght Commodity Statistics, annual

Report QL&D-R, Freight lLoss & Damage Claims.
quarterly

Transport Statistics, Release 2 of Part 1 (annual)

ALL
CLASS 1 |—Form R-1 - Annual Report
RAILROADS ICC

—Form 0S-A-Quarterly Report i
of Train and Yard Service '

— Form OS-B-Quarterly Report {-
of Revenue Traffic !

—Form 0S-C-Quarterly Report - -
of Motive Power and Car
Equipment

—Wage Form A-Monthly Report -5
of Emplovees, Service, and '
Compensation (except train and :——
engine service group)

—Wage Form B-Monthly Report !
of Fmployees, Service and
Compensation-emplovees in
train and engine service group

ICLASS T —Rail Form A -
L.INE-HAUL P—Form RE&I-Quarterly Report of —|--
Revenues, Expenses, and Income
RATLROADS -
'

l— Form CBS-Ouarterly Condensed —f--'
Balance Sheet

—Form 0CS-Ouarterly Report of —f--=-==
Freight Commoditv Statistics

—Form QL&D-R-Guarterly Report off----
Freight lLoss and Damage claims

CLASS 11 p—Form R-2 Annual Report -

RAILROADS

RATLROAD

ILESSORS

AND Form R-4-Annual Report ---

STOCKYARD

1.ESSORS

AL Form ACR 31-Ouarterlv R £;

RATLROADS ] uarterlv Report o
Fxpenditures for Additions and
Betterments

Figure 3-2.

|.—-_’l'ransgg_rt Statistics, Release 2 of Part 1 (annual)

Report to Congress

Railroads - Major Data and Information Flows
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EACH CLASS 1
LINE-HAUL RATILROAD
PARTICIPATING IN
THE NATIONWIDE
INCREASE OF 10%

IN FREIGHT RATES CONT.
AND CHARGES, 1974

ALL RAILROADS Monthly reports of railroad -——— "Accident Bulletin - Summary and

accidents FRA Analysis of Accidents on Railroads
in the United States," annual

Form ACC-107, Quarterly -—-—--L— "Application of Additional Revenues
Report-Ex Parte 305 1cC from Ex Parte 305," quarterly report

"Rail-Highway Grade-Crossing
Accldents," annual

77 LINE-HAUL
OPERATING Sample of audited revenue - "Carload Waybill Statistics-Territorial
RAILROADS waybills Distribution, Traffic and Revenue by
Commodity Classes,'" annual
AMTRAK Matrices for patronage on traing ——— -5 Annual tabulations of nationwide
outside Northeast Corridor (NEC) / patronage
/
Data-tags for patronage on trains ——{- L _. Monthly tabulations of NEC patronage,
in the Northeast Corridor \\ disaggregated by trainm, by day, etc.
\
Consists for Metroliners & NEC Turbo- - Load Factor analysis-monthly reports
trains on Metroliners & NEC Turbotrains
RATE BUREAUS Revised tariffs filed STATE REGULATORY
AGENCIES j—Permit or deny changes in
INDIVIDUAL ICC rates & tariffs
CARRIERS
PASSENGER- OPEN TO
CARRYING PUBLIC
RAILROADS INSPECTION
OTHER THAN
AMTRAK
Revised tariffs

ALL RAILROADS Various reports STATE REGULATORY Publications synthesize data
AGENCIES

in various ways

ALL PASSENGER Timetables STATE REGULATORY ——— Some agencies have statutory
CARRYING RATLROADS AGENCIES AND authority to permit or deny
ICC changes in certain types of

services (e.g., Intrastate non-
Amtrak interstate, Amtrak-non
original route, etc.)

DISTRIBUTE TO
PUBLIC

Figure 3-3. Railroads - Major Data and
Information Flows (Continued)
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SOME PASSENGER- timetables

CARRYING RAILROADS

SOME RATLROADS freight schedules

CLASS I RAILROADS weekly report of ——

carloadings by
commodity

RAILROADS of prices paid

65 items

ICC Statement A-300
"Wage Statistics of
Class I Railroads"

Straight time
compensation

1CC - Transport
Statistics

benefits

H

Federal Register

Required Reports by

TEN REPRESENTATIVE r————quarterly reports

(dollars and hours)

Payroll taxes———————— — —
health & welfare

NATIONAL
RAILWAY
PUBLICATION

COMPANY

RUSSELL'S
GUIDES, INC.

NATTONAL
RATLUAY
PUBLICATION
COMPANY

Official Rajlway Guide, North American
Passenger Travel Edition, 10 issues
per year

Russell's Official National Motor Coach

Guide, Part 11, semi-annual

Suburban Transportation Service Guide,
annual

—-—0fficial Railway Guide, Freight

Edition, bi-monthly

ASSOCIATION
OF

for

Carriers to Government

Government Reports

News Sources

National Transportatio
Safety Board

Figure 3-4.

AMERICAN RATLROADS
— —t{—Indexes of Average Unit Prices of

—_ - Eime series of carloadings, weekly

Estimates of ton-miles, weekly

Railroad Fuel, Material, and Supplies

—l—1ndexes of wage rates and supplements

——Vvarious Statistical and Textual

Publications

TA}-———[ndependen: Investigations of Accldents - Reports of Investigations

Railroads - Major Data and
Information Flows (Concluded)
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3.4 INTERCITY BUS INDUSTRY DATA

The major data and information flows pertaining to the inter-
city bus industry are shown in Figures 3-5 and 3-6. This industry
is relatively small, in terms of total dollar volume, and relative-
ly young, as compared with the railroad industry. These differ-
ences in size and "maturity" are reflected in the smaller number of
flows that can be identified. They are also reflected in the less
precisely defined nature of some of the "raw" data. As a result,
intercity bus industry data is less likely to be subjected to
sophisicated analysis than that of the larger, more 'mature" in-
dustries. Moreover, the analysis that does take place is more
likely to be manual instead of computerized.

The public nature of the rights-of-way used by bus lines, as
distinguished from the dedicated or private nature of the rights-
of-way used by railroads, also influences the types of flows that
are created. Consequently, some flows are based upon adherence to
the same requirements that are followed by all highway users. (For
example, statutes pertaining to vehicle size, title certificates,
and certain taxes, apply to all vehicles).

As in the case of the railroad data flows noted previously,
the intercity bus industry flows can be regular or irregular in
their timing, and required or voluntary in their generation.

3.5 INTERCITY TRUCK DATA

Figures 3-7, 3-8, and 3-9 portray the major data and informa-
tion flows created by activities of the intercity truck lines. Be-
cause these carrers are motor carriers like the intercity buses dis-
cussed in Section 3.4, certain similarities between the data gen-
erated by the two modes will be observed. On the other hand, there
are many differences in the flows. Some of these differences are
based upon the distinctions between moving passengers and moving
freight; e.g., in contrast to the bus industry, the trucking indus-
try deemphasizes schedule creation and timetable publishing. Other
differences are due to the far greater size (as measured by the
dollar volume) of the business transacted by truck lines. These
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CLASS 1 QUARTERLY-RFVENUES, EXPEMNSES 1CC _—QUARTERLY REPORT ON LARGE CLASS I CARRIERS
BUS LINFS (Forr QPA) OTHFR STATISTICS L~ STATEMENT 750 - SEMI-ANNUAL SUMMARY OF ITEMS
ON QPA

_|—RELEASE 2 OF PART 7 OF TRANSPORT STATISTICS

ANNUAL (FORM MP-1) - REVENUES
ENPFUSFS, OTHFR STATISTICS

EXPENDITURES FOR ADDITIONS AND
BETTERMENTS-QUARTERLY (FORM

_ L Report to Congress

ACR-42)
CLASS 11 ANNUAL (FORM MP-2) - REVENUES,
BUS LINES EXPENSES, OTHER STATISTICS
STATE
ALL BUS VARIOUS REPORTS (ANNUAL) REGULATORY ANNUAL REPORTS SYNTHESIZE DATA IN
LINES AGENCIES VARIOUS WAYS

ALL BUS Timetables STATE AGENCIES SOME AGENCIES HAVE AUTHORITY TO
LINES AND 1CC PFRMIT OR DENY CHANGES
DISTRIBUTF
TO PUBLIC
SOME BUS Timetables rRUSSELL'S GUIDES, INC. Russell's Official National
LINES Motor_Coach Guide, monthly

Suburban Transportation Service
Guide, annual

Nutiecnil Bus Tariffs Filed STATE AGENCIES PERMIT OR DENY CHANGES
Traffic Assn AND 1CC

OPEN TO PUBLIC

INSPECTION

Individual
Carriers

Bus Drivers —— Medical Certificates =———— Prescribed by
(annuallv) BMCS (FHWA)
—— Application for Employmenr Kept on file
Log Books (Paily)—————— by carrier
Federal Register National Association “NAMBO NEWS"
of Motor Bus "Motor Carrier Repulation
Required Reports bv Carriers Operators Service"
to Government "Bus Facts'(statistics)
"Washington Leglislative Report"
Giovernment Reports "Bus Safety"
“ther publications
News Svurces

Figure 3-5. Intercity Bus Lines - Major Data
and Information Flows
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ALL BUS LINES|————Registration of Vehi

cles

Certificate of Title

[———— Gross-receipts tax

Mileage, passenger mile taxes

STATE-LEVEL Registration fees——————— —{ State highway
ACTIVITIES Franchise Taxes departments
Drivers Licenses and

Use taxes

ALL BUS LINES Federal taxes:

State treasuries

State-level reports

Motor fuel

j———————Motor vehicle us

H

IRS Reports

State Highway Dept. Reports

Internal
Lubricating oi{l~—————— - Revenue
e Service

FHWA

Statistical Reports

]

State Treasury Reports

Motor Vehicle
Manufacturers Assn.

State Statutes
(influenced by

Vehicle Size
federal standards
as set by. e.g.,

Speed LimitSj
Congress & NHTSA) Drivers' Licenses

Accldent Reports

H |

FHWA

"Highway Statistics'

"Motor Truck Facts"

NAMBO

FHWA

BMCS

State & Local
Agencies

|

Kept on file
by carrier

Tabulations

Statistical tabulations

NTSB Independent Investigations of Accidents - Reports of Investigations

Figure 3-6.

Intercity Bus Lines - Major Data

and Information Flows (Continued)
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factors have resulted in the levying of more reporting requirements
upon the trucking industry.

There is also more manipulation of truck line data than bus
industry data by non-governmental organizations. For example, the
American Trucking Association (ATA) (a trade association) and Trinc's
(a division of Dun and Bradstreet) both conduct major programs re-
sulting in the publication of the data reported to the ICC by regu-
lated truck lines. Certain truck lines voluntarily report addition-
al data directly to the ATA for synthesis into a weekly index of
tonnage.

Many of the information flows in Figures 3-7, 3-8 and 3-9 are
applicable only to truck lines subject to the economic jurisdiction
of the ICC or state regulatory agencies. Others, particularly
those pertaining to highway usage and highway safety, are applicable
to all truck lines.

3.6 BART STUDY - EXAMPLE OF URBAN AREA DATA

Because of the massive investment in the Bay Area Rapid
Transit (BART) System for the San Francisco Bay Area, a special
study was established to understand the relationship between this
investment and resulting alterations in the area. Much data are
gathered to support this study and is currently available through
the Office of the Metropolitan Transportation Commission which has
prepared a data dictionary and a modest system for query and re-
trieval. This section reviews the associated data holdings as an
example of local data that could be made available for transportation

planning.

The Metropolitan Transportation Commission (MTC) of the San
Francisco Area has compiled an extensive data base containing large
amounts of data which is presently available for use in transporta-
tion planning for assessing the impacts of the Bay Area Rapid
Transit (BART).

In order to make the data holdings available to planners and
analysts, MIC contracted CACI, Inc., to develop a modest information
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CLASS I TRUCK —— FORM M-1 - Annual Report——m—m—- - Transport Statistics, Releases 1 and 2 of
1ccy Part 7, annual
LINES L Report to Congress
FORM QFR - Quarterlv Report it Quarterly reports of earnings and traffic
of Results of Operations ' volume of large motor carriers of property
| and of large household goods carriers
t
! - ——STATEMENT 800 - Semi-annual report on
financial and operating statistics of Class I
Motor Carriers of Property
—— FORM TCS - Annual Report of
Statistics on Commodities —~ = =}——Truck Commodity Statistics report (annual)
Handled
:2:‘:1-?[‘22(::e;gg:a;::l;l:nd —= —~——Freight Loss and Damage Claims-quarterly
damage report
—— FORM ACR 41 - Quarterly -
Expenditures for additions
and betterments
Special Study Forms for Cost
Finding (Carriers of General
Freight only)
Form 2- Distribution of the -—
Shipments and Weight of !
Intercity Revenue Freight :
(Monthly) '
Form 4: Pickup and Delivery =t
Trip Manifest (Monthly) 1
Form 7: Intercity Trip --
Report (Monthly) |
Form 10: Platform Handling -l
of Intercity Freight [ Report on "Cost of Transporting Freight,
(Monthly) ' Class 1 and Class 2 Motor Common Carriers of
Form 11: Analysis of ! General Commodities,” Statement No. 2C15-73
Peddle Trip Operations :
(Annual) )
Form ACC-42: Field Report -
{Annual) ]
Form ACC-95: Terminal -
Listing Sheet
CLASS 11 oo Form M-2 - Annual Report }=~ —}——Trangport Statistics, Releases 1 and 3 of
Part 7
TRUCK LINES |——— Form QFR - Quarterly Report—f ICC
of Results of Operations
Form OL&D(M) - Quarterly
Report of freight loss and
damage (Filed only 1if
average annual gross —————{——= Freight Loss and Damage Claims - quarterly report
operating revenue is
$1.000,000 or more)
Form ACR 41 - Quarterly — —f
Expenditures for additions
and betterments

Figure 3-7. Common Carrier Truck Lines - Major Data
and Information Flows
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Cost Finding
(same as used for
Class 1 Carriers)

CLASS I11
TRUCK LINES

Data Extracted from
QFR Reports at ICC

CLASS 1 & 11
TRUCK LINES

CLASS
TRUCK LINES

RATE BUREAUS Tariffs filed
TRDIVIDUAL :::]
CARRIERS

Forms M-1 & M-2

ALL REGULATED VARIOUS REPORTS

Special Study Forms for ————

Form M-3 Annual Report

Icc

CONT

Report on "Cost of Transporting Freight, Class 1 and

Class 2 Motor Common Carriers of General
Commodities"

1cc

of Property"

I & 1T —Data extracted from TRINC'S

STATE REGIU'LATORY

AGENCIES

1CC

OPEN TO PUBLIC
INSPECTION

TRUCK LINES

AGENCIES

MOTOR COMMON CARRIERS OF GENERAL
FREIGHT IN 35 METROPOLITAN AREAS

SAMPLE TRUCK TERMINALS OF CLASS I & 11

Industry” (Quarterly)

"Selected Statistics on Class II1 Motor Carriers

“TRINC's Red Book of the Trucking

"Financial & Operating Statistics” (Quarterly)

"TRINC's Blue Book of the Trucking

Industry" (Annual)

Permit or Deny Changes in Rates &

Tariffs

Various Ways

TRUCK
DRIVERS

Medical Certificates
(Annually)

Applications for Employment —

Prescribed by

BMCS (FHWA)

Kept on file

Log Books (Daily)

H

Federal Register

by carrier

Required Reports
bv Carriers to
Government

Government Reports

News Sources

Figure 3-8.

American
Trucking

Association

Various Statistical and
Textual Publications

>

F—— Weekly reports of tonnage handled

STATE REGULATORY j~~———— Annual Reports Synthesize Data in

Weekly index of

intercity truck tonnage

*
American Trucking
Association

Common Carrier Truck Lines - Major Data

and Information Flows (Continued)
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State-level reports

IRS Reports

State Highway Dept. Reports

State Treasury Reports

State Statutes

Vehicle Size
(influenced by federal
standards as set by, e.g., Speed Limits
Congress & NHTSA)

Drivers’

Truck Lines Accident Reports

ALL TRUCK LINES | Registration of Vehicles

STATE-LEVEL Registration fees

ACTIVITIES Franchise taxes State highway
Drivers' Licenses departments
Certificates of titl and
Gross receipts tax | State treasuries
Mileage, ton-mile taxes
Use taxes

ALL Federal taxes:

TRUCK Motor fuel Internal

LINES Lubricating oil Revenue

Motor vehicle use Service

FHWA

Motor Vehicle

Statistical reports

"Highway Statistics"

"Motor Truck Facts"

Licenses

Manufacturers' Association
FHHAI

I

ATA

l BMCS | _J— Sta
State & Local

Agencies

Kept on file
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Tabulations

tistical Tabulations

Independent Investigations of Accidents - Reports of Investigations

Figure 3-9.

Common Carrier Truck Lines - Major Data

and Information Flows (Concluded)
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retrieval capability. The computer system was designed to give
non-programmers the capability to search through a data catalog
for elements giving specific descriptors of each data item (see
Figure 3-10 for sample entries). Information in the data catalog
includes: responsible organizations oT individuals, date of crea-
tion, readability of data, contact person, physical description,
etc., along with a series of computerized keywords (incorporated
in several data dictionaries which are not apparent to the user) .

The STOFI File Management System is the software language
used to retrieve the data. STOFI, which operates in a batch en-
vironment, was developed on the Lawrence Berkeley Laboratory com-
puter. After an analyst finds all pertinent data descriptors, the
report data catalog (see Figure 3-11) is searched.

If an analyst wishes to produce reports from the data records
selected, Quest (a user language) is used. Quest, a software sys-
tem, has its own unique language which the analysts must learn in
order to produce one of a series of "canned reports'. MTC has
discussed the possibility of converting this batch-operating sys-
tem to a timesharing mode if the user community expands and needs

access from locations using remote access computer terminals.

3.7 CALTRANS - EXAMPLE OF STATE TRANSPORTATION DATA

The State of California, Department of Transportation (CAL-
TRANS), possesses one of the most organizéd state transportation
data resources. An organization of people with modest computer
support provide analysts, planners, and policy makers with direc-
tion and definition in their search for data. This section reviews
the details of their index to illustrate the benefits that derive

from this concept (which has also been implemented in other states).

CALTRANS Information Division is responsible for maintaining
and providing information to analysts, planners, and policy makers
within California's Department of Transportation. Recently, the
Information Divison instituted the following two procedures to
better serve the needs of analysts seeking information:




1.2 BART IMPACT PROGRAM PLANNING AND TECHNICAL PAPFR CATALNG 24
BART IMPACT PROGRAM WNORKING PAPERS

BART IMPACT PROGRAM DATA SUMMARY

NESCRIPTICN OF THF DOCYUMENT-~

THIS WORKING PAPER [S A GUICE TC DATA COLLECTED FOR USE RY THE HART
IMPACT FROGRAM, FOP EACH CATA COLLECTICN PRQJECT IT CONTAINS-~{1) A
SHORT SUMMARY OF THF NATURE AND PUFPCSE CF THF STUDY, (2) A& DESCRIP-
TION OF EACH TYPE OF CATA CCLLECTEN AND THE SIZE OF THE DATA SET,
(3) THE TIME PERICD REPRESENTED BY THF DATA, (4} THE GEOGRAPHIC
LOCATION OF THE CATA COLLECTION AND {5) A LIST GF THE NATA ITEMS AND
REPORTS wHICH ARE PRESENTLY AVAILABLE AND CATALOGUED AT MTC AND THF
DATA CATALOG 14Cs NCRDS BY WHICH THE ITEMS MAY BF REFERENCED.,

THE APPENDIX INCLUNES STUDY AREA MAPS, MATRICES OF NATA COLLECTION
BY BART STATICN AFcA, AND THE BART IMPACT DATA CATALDG TABLE OF

CONTENTS, 55 PEGFS
DICUMENT IDe WORLS--
WP 8-1-75

RESPCMSIALE ORGANIZATICNS (R INCIVICUAL S--
SUSAN BACHMAN

DATE~-- JULY 1674

CONTACT PERSGN--
SLSAN BACHMEN

PHYSICAL DESCRIPTICN--
WORKING PAPER WFB-1-7F%

PHYSICAL LOCATICN-~
PAPT IMPACT CATA LIRRARY
KEYWORDS AkE—-
~-DATE -RAFT ~GEOGRAPHIC
~JVERALL BART IMPACT —SUMMARY -

METHODOLOG. APPROACH FOR DEFINING THE GENERALIZED NO-BART ALTERNATIVE

DFSCRIPTICN DF THE COCUMENT--
THE GENZRALIZFC NC-BART ALTERNATIVE 1S THE HYPOTHETICAL TRANSPORTA-

TICN SYSTEM JULGEL MUST LIKELY TG HAVE RESULTED IV THE HAY Awgqa [N
FY 1S76 IF FART FAD ACT CCME INTO FXTSTENCE. THF PURPIISE NF THIS
AQPKING PAPSR IS TH EXPLAIN HGW MTC TNTENCS TD DEFINE THE GNBA AND TH
PULE TC BE PLAYED [M THIS PROCESS AY FINDINGS FRUM THE DECISIONM
HISTORY OF FART, IT IS STRUCTURER IN THPEE PARTS==(1l) INTRGDUCTIUN
TP BASIC CRNCEPTS ANDG CFRITERTA, (2) QVERVIEW QF METHODULOGICAL
APPRIACH AND GUIDEL INES FOR IMPLEMENTATICON, AND (3) APPLICLTION OF
CKITERTA FOR DEFINING THE GNEA, 2Q PAGES

DOCUMENT 10Ls adW(LS--
WP 10-1-75

KRFSPONSIHLE ORCANIZATICAS CR INDIVICUALS--
STFPHEN k., F(ISEPTRAL

DATE-~ CTTNBER 1974

Figure 3-10. Sample Printout of BART Impact
Program Data Catalog
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SUM SER 2 POP./EMPLOY./LAND USE PROJECTIONS (S.F. REGION, 1970-2000)

JESCRIPTION CF THE DATA SET--

THE ABAG/MTC JOINT LAND USE TRANSPORTATICN PLANNING PRCGRAM HAS
DEVELOPED ALTERNATIVE REGIUNAL GROWTH CHOICES FOR THE SAN FRANCI SCO
BAY REGICN BY PRFPARING POPULATICN, EMPLOYVMENT, ANC LANC USFE
PROJECTIONS TN THE YEAR 2000. THE PROJECTICAS TACLUDE THE PRCAD
CITY-CENTERED CCNCEPT OF THE ABAG REGIONAL PLAN. 1970-16SC, ENC OM-
PASSED WITHIN THREF GROWTH ALTERNATIVES, ANC THEY PRCVICE A SURST AN-
TIAL TECHNICAL RASE FOR PLANNING ALTERNATIVES LPON WHICH A PROCESS
CF LOCAL REVIEW AND PARTICIPATICN CAN BE INITIATFO IN THE FORMATION
OF REGIONAL AND LOCAL GROWTH PCLICIES.

THE SERTES 2 PROJECTIONS ARE A REFINEMENT OF THE SERIFS 1 PRCJFC-
TIONS WHICH WERE PRIMARILY INT ENDED FOR USF BY THE STATE WATER
RESUURCES CONTROL BOARD IN ITS PREPARATICN CF A SAN FRANCISCC A AY
WATER QUALITY MANAGEMENT PLAN. THEY REFLECT MODELING [NMPROVEMERTS

AND ARF BASED ON VMORE CCMPREHENSIVE PLANNINC FACTORS AND INFORMATION,

THE FRAMEWNRK 0OF THE STUDY, THE ALTERNATIVES USEC, MAJOR PLANNING
ASSUMPTICNS, ANMC THE ZONAL FRAMEWORK ARE DISCUSSED IN THE REPCRT.
APPENDIX A LTSTS THE TECHNICAL WCRKING PAFEPS WHICH ARE AVAILABLE
UPON REQUEST. €5 PAGES

Figure 3-11. Sample Printout of Data Set Description
in BART Impact Program Data Catalog
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a) A Transportation Planning Support Information System
(TPSIS)

b) A TPSIS News Release

The Transportation Planning Support Information System (TPSIS)
was developed to provide information and data needed to produce and
evaluate transportation plans and environmental impact reports. It
was basically designed to build a network of information users,
owners/suppliers and delivery systems for communicating the needed
data from one to the other. This communication is accomplished by
maintaining an alphabetic listing on books, reports, magnetic tape
files, programs and computer-based models. Data content includes
U.S. Bureau of the Census data files, California Department of
Finance population projections, employment data files and income
data, to name a few. TPSIS also maintains geographic data (e.g.,
maps, software, computer-driven plotters) which provide a special
capability to individuals doing Socio-Economic or Physical Data
analysis. (Figure 3-12 contains a sample of an alphabetic listing).

Analysts seeking transportation information do not have to
laboriously search through books of alphabetical listings to obtain
information because TPSIS operates two functional systems to pro-
vide this information. For analysts preferring large amounts of
bibliographic information, a recently purchased Teale Data Computer
can produce such listings in a batch mode using a cross-indexing
system called KWIC (Key Word In Context). For small amounts on in-
formation, a clerk receives and processes requests using a manual
microfiche terminal which contains the same dictionary of informa-
tion as the KWIC system provides.

The CALTRANS Information Division instituted the second pro-
cedure, the TPSIS news release, to promote interest and awareness
of TPSIS enhancements among analysts within CALTRANS. (Figure 3-13).

The Information Division is also instituting procedures to
build future data files and create on-line data bases within TPSIS,
as required. CALTRAN's plans to evolve into a more sophisticated
environment, as diagrammed in Figures 3-14 and 3-15, are dependent
on the degree to which the present system is utilized.
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STATISTICAL REPORTS GF THE DEPARTMENT DOF PUBLIC WORKS
PERTAINING TU DIVISION OF HIGHWAYS DISTRICT-02 LIBRAFY DU2-0028.000

QUALITY
WATER QUALITY CONTROL FLAN FOR THE NORTH LAFCRNTAN EASIN,
INTERIM DISTRICT-02 LIEKARY DOz~0G06.005
WATER QUAL1ITY CONTRCOL PLAM, INTERIM CENTYRAL VALLEY, FROM
SAN-JQAOUIN DELTA NORTH DI1STRICT-0z LIBRARY DO2-0CUL6.CCE

QUARTERLY

MOVING PEOPLE ON URBAN FREEWAYS, REPRINT FROM TRAFFIC
QUARTERLY, JULLY 1970, DISTRICT-02 LiBRAFY D02~0004.03C

RANGE

SHOKT RANGE TRANSIT PLANNING JULY 1973 (2 COPJYES)
LISTRICT~Cz LIEFAFY DCez-0014.070

RAPID~TKANSIT

THE POTENTIAL EOR BUS RAPID-TRANSIT. MASS-TRANSIT.
DISTRICT-(2 LI1EkRAKY, DOZ~0C14.040

RATES
HOW LAND £ND FLODR USUAGE RATES VARY LY INDUSLTRY AND SITE

FACTORS. ESTIMATIMG LAND AND FLOCR AREA 1MPLICIT IN
EMPLOYMENT PROJECTICNS VOLUME 1. DISTRICT-(Gz LIBFARY, 00z-0009.C00

MOW LAND AND FLOOR USUAGE RATES VARY BY INDUSTRY AND SITE
FACTORS. ESTIMATING LAND ANL FLOGR ARFA IMELICIY IN
EMPLOYMENT PROJECTIONS VOLUME 11. DISTRICT-C2 LIERARY. D02-0009.010

Figure 3-12. Sample Alphabetical Listing from TPSIS
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Stete of California

Mémorandum

To Dote :July 18, 1975

from : DEPARTMENT OF TRANSPORTATION — Division of Transportation Planning

TPSIS USERS RELEASE NO. 18

Prior to initiating the TPSIS USER RELFASES the Transportation
Planning Support Information ‘System (TPSIS) announced in a memo
the acquisition and availability of the detail tapes for the
Department of Finance population projections from the year

1970 through 2020. Several of you did not receive that memo and
may not be aware of the detailed data these files contain.

These computer tapes provide a flexibility not available by using
only the printed reports which have arbitrary age groupings and
are published only for selected years. The availability of these
data on tape makes it possible for the planner to select the data
he needs for whatever years or counties he is interested in and
the flexibility to combine it with other pertinent data.

There are two sets of files extablished by TPSIS on the Teale
Data Center computers. One set covers the projections for the
total population. The other set covers the projections for
the civilian population only (excluding the military).

There are four separate tape files in each set, each representing
a different set of projections criteria for the years 1970-2020.
Each file contains 508,776 records. ZFEach record within the
magnetic tape file for each set of criteria contains the
following data fields: year, county, age (O through 85 and over),
sex and the population projection (see Attachment 1 for the
record layout, the data set names and the tape reel serial
numbers).

The following descriptions of the criteria governing the projection
of population in each of the four files in each set should help
you choose which of them is applicable in your processing:

E-000 - This is the code number of the lowest of the four pro-
Jections. It assumes a "status quo" growth. That is,
the projections were based on a zero net migration to
California and an average birth rate of 2.1 children
per woman of child-bearing age.

Figure 3-13. Sample of TPSIS News Release
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STAGE II
PLANNING INFORMATION SYSTEM DEVELOPMENT

ATTACHMENT I

REGIONAL USERS LOCAL USERS

Va o N

DISTRICT OFFICER USERS

1 ] — 1 |
Do v

MICRO FILM ? :
' t
|

CENSUS DATA RETRIEVAL

STATE

DEPT. OP AGR.{~
INFO. SYS.

DATA BASE

STATE
OTHER DEPTS. |q

!
|
P S T

|
l - :
| 0. AND D. DATA RETRIEVAL q—-—1
STATE
DEPT. GF | | ENVIRON. DATA RETRIZVAL <&_W
WATER RES. 4| | TRAVEL FORECAST RETRIEVAL
INFO. SYS. | -
DATA BASE | : P e
|
4
|
l
: {
J

REGIONAL CITY AND COUNTY

PLANNING PLANNING AND

AGENCIZS® RELATED

INFO. SYSTEM INFO. SYSTEM !

DATA BASES DATA BASES |
T

, Dot
-
1EDCRTRS
]

! USERS
e

ORIG.-DIST.
DATA 3aSZ
ENVIROMEY 11t
A A L D
TRAVEL FORZZAST
T DATA FILES
IBPO. SYS.
DATA BASES

Figure 3-14. TPSIS Development Plan - Stage II

3-21




ATTACHMENT III

STAGE ITI
COMPREHENSIVE PLANNING INFORMATION SYSTEM
REGIONAL USERS USE:-2

T . T

3\,

REGIONA‘:L CITY AND COUNTY

il s o
LATE

INFO. SYS. INFO., SYsS.

T
O ~ LINE ) DCRFRS
1 DIRECTORY
|  USERS

CENSUS DATA'RETRIEVAL 1

STATE
DEPT. OF

ENVIRON. DATA RETRIEVAL 4

:}1

0. AND D. DATA RETRIEVAL o
4

o

WATER RES. §+— TRAVEL FORECAST RETREIVAL

INFO. SYS. v FUTURE DATA BASE RETRIEVAL <
DATA BASE | ICENSUS
. DATA BASZ

STATE
DEPT. OF AGR.]
INPO. SYs.
DATA BASE

ENVIROWMENTAL
DATA BiSE

z

STATE
OTHER DEPTS
° <
IRPO SYS.
DATA BASE

FUTIRE

DATA SASES

L

Figure 3-15. TPSIS Development Plan - Stage III
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3.8 LAWRENCE LIVERMORE LABORATORIES (LLL) - NATIONAL INDEX

As part of its new role in the Energy Research Development
Agency, the Lawrence Livermore Laboratories (LLL) began in 1973 to
establish a National Index of energy and environmental data bases.
Because of its pervasiveness, transportation data bases appear in
this nationl index.

In developing the index, LLL conducted a survey in cooperation
with other Federal agencies and state and local governments.
Private sector universities, professional societies, and industry
were included to the extent of a reconnaisance survey. The Federal
Agencies included were:

a)The ERDA Laboratories, ANL, BNL, HNL, LASL, LBL,
LLL, PNL, SRL,

b)The Federal Energy Administration, FEA,

c)The Environmental Protection Agency, EPA,

d)The U.S. Geological Survey, USGS,

e)The U.S. Bureau of Mines, USBM,

f)National Technical Information Services, NTIS,

g)National Oceanic and Atmospheric Administration,
NOAA, and others.

Information on the various existant energy and environmental
data bases and calculational models obtained from this survey, as
well as earlier and in-progress surveys, will be aggregated to
generate the National Index.

A unique aspect of this cumulative survey is its comprehensive
coverage, specifying as it does (in technical detail) the different
types of variables available in data bases or required by calcula-
tional models. Particular attention is given to the geographic and
temporal coverage of those variables that lend themselves to nation-
wide analysis and assessment programs (e.g., the Regional Studies
Program and the National Uranium Resources Evaluation Program of
ERDA, among others).
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The Lawrence Livermore Laboratories (LLL's) Information
Research Group (IRG) collected 20,000 different entries, of which
4,000 seemed to be of direct interest to ERDA; approximately 150
entries relate to transportation data and would be of interest to
DOT. LLL gathered most of the data entries through a comprehensive
questionnaire. Magnetic tapes and printed indexes from EPA, FEA,
NOAA, NTIS, USBM, and other federal and state agencies comprised
a large portion of the National Energy and Environmental Data Base
Survey acquisitions. LLL has a vast amount of computational

capability (Figure 3-16) to support the activities of the IRG.

To ensure high reliability and integrity in the ERDA Data
Base, the IRG utilized a highly sophisticated data base management
language, Master Control, to examine the data base's accuracy.
Master Control is a computer language designed to unify storage,
validation, manipulation, retrieval and display of information
from dissimilar data bases. This language can be used on-line in
an interpretive mode or in conjunction with Fortran; it has been
successfully used with data bases containing millions of characters
of information (Figure 3-17). A unique concordance command within
Master Control permitted IRG to produce many useful sets of indexes
(e.g., title, author, agency, etc. --- see Figures 3-18 § 3-19).
using single and multiple words.

Along with LLL's computational and data base capabilities,
IRG has access to its extremely powerful graphical and data
communications network capabilities (Figures 3-20 and 3-21). These
additional capabilities allow IRG to represent the National Index
graphically and statistically and allow the outside user community
to access the data base through a computer network.

In summary, of the various data base/computer capabilities
reviewed during this study, those of Lawrence Livermore Laboratories
were found to be the broadest amd most substantial.
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4,  INTERNAL DOT GENERATED DATA

4.1 BACKGROUND

A tremendous amount of statistical data is reported to, or
collected by, the modal administrations and other organizations
of the DOT. Some of the data are collected pursuant to statutory
mandates placed on the respéctive organizations by Congress. Most
of the data serve as the basis for policy formulation and decision-
making within the DOT. All of the data sets involved were undoubt-
edly originally conceived for a specific purpose, most likely to
fulfill a monitoring function. However, as the need for vital
statistics has increased over the years, these specific-purpose
data sets have found increasing use in more general transportation
planning and research studies. This section provides a brief des-
cription of some of the more pertinent data bases collected and
maintained by the modal administrations.

4.2 UNITED STATES COAST GUARD (USCG)

4.2.1 Motorboat Accident Statistics (MBA)

These data provide for annual statistical summaries on motor-
boat accidents. They are compiled and photostatically copied to
produce the '"Coast Guard Boating Statistics" (CG-357) as required
by the Federal Boat Safety Act of 1971.

The principal data elements contained in this system are case
number, date, state, country, cause, fatalities, injuries, operator
age, type vessels and time. Information is maintained in both
machine-readable form and in documentation files.

There are thirty-two annual reports generated by this system
which categorize boating accidents according to cause, number, people
involved, type of vessels involved, money involved, place accident
occurred and jurisdiction. (There are no query capabilities.)



4.2.2 Merchant Vessel Documentation System

These data provide the Merchant Vessel Documentation Division
with the capability to update, maintain and publish the Merchant
Vessel Register (CG-408) and to integrate the information into the
Merchant Marine Information System.

The principal data elements contained in the system are
official register number, vessel name, vessel description data and
owner data. Information is maintained in both machine-readable
form and in documentation files.

A monthly Merchant Vessel Statistics by Tonnage, an annual
Merchant Vessel Statistics by Tonnage Class, an annual Merchant
Vessel Register (CG-409), and various processing reports are gen-
erated from this system. (There are no query capabilities.)

4.2.3 Merchant Seaman Locator System

These data permit the editing and updating of files on Active
Seaman, Seaman Reference and Wanted Seaman based on information re-
ceived from Shipping Articles and Wanted Seaman transactions.

The principal data elements contained in this system are:
surname, identification number and official vessel number of each
merchant seaman on active voyages; vessel data on merchant ships on
active voyages; names of merchant seaman wanted by the USCG or
other law enforcement agencies; and supporting personnel data on
wanted seaman.

Five daily, four weekly and one monthly reports are generated
to show the new seamen wanted in relation to active files, completed
voyages, vessel name and locator lists. There is no query capabil-
ity.

4.2.4 Pollution Incident Reporting System II (PIRS)

The Pollution Incident Reporting System II was developed for
the Marine Environmental Protection Staff to generate a data base
of pollution incidents, responses, and enforcement data.



The principal types of data elements contained in this system
are types of pollution incidents, types of responses to these in-
cidents and enforcement data. Examples of these elements are:
cases closed without administrative action, cases with Coast Guard
action taken or pending, and number of discharges by district each
month.

Monthly, quarterly, annual and special-request reports are
produced for waterbody reports; number of discharges by district
versus month; material reports; reports concerning cases closed,
action taken, cases pending, a carried-forward source versus cause
reports; system response reports, and performance evaluation re-
ports. There is no query capability.

4.2.5 Standardized Aid to Navigation Data Systems (SANDS) - Phase
‘(Work Reporting)

The primary objectives of the new system are to standardize
aids-to-navigation equipment terminology, increase the amount of
servicing data collected, and reduce the data entry effort on the
part of the servicing units.

The principal data elements of this system include on-station
inventory of aids-to-navigation equipment, specifications for aid
station equipment, aid station support data and historical data of
types of services and equipment failures.

The reports produced by this system are: SANDS processing
errors, current aid status report, SANDS component equipment list-
ing, work report form, aid/unit assignment listing and unit work
projections. Reports are produced daily, weekly, quarterly and
monthly. There is no query capability.

4.2.6 Operating Facilities Publications System (OPFAC)

This file permits the production of semi-annual reports con-
taining name, geographical location, city/state, OPFAC number,
District/OPFAC remarks and missions for USCG boats and aircraft.



The principal data elements contained in this system are:
OPFAC name, number, location and missions; boat and aircraft allow-
ances; cutter specifications.

The system produces semi-annual reports of operating facili-
ties of the USCG and a register of USCG cutters.

4.3 FEDERAL AVIATION ADMINISTRATION (FAA)

4.3.1 Accident, Incident, Violation Information

The basic data are used to identify and monitor airmen
involved in accident and/or airmen who have violated Federal
Air Regulations. Analyzed to determine facts surrounding
accidents and incidents, its use includes determining if FARs
have been violated and supporting aviation safety programs in
general.

The information is obtained from FAA inspectors, pilots
and other crew members, ground crews, passengers and witnesses.

Several periodic publications result from the information.
They are Aviation Accident Statistical Summary-General Aviation,
Air Taxi Accident Study, Enforcemenet Activity - Air Carrier,
Manufacturer, Military (violations), General Aviation Enforce-
ment Activity (violations) and Air Carrier Enforcement History -

5 years (violations).

4.3.2 Aircraft Information

The objective is to provide statistical and operational
information about the characteristics, ownership and operation
of-aircraft comprising the U.S. Civil Aircraft Fleet. A
secondary objective is to support aviation safety analysis.

Information is derived from aircraft owners, manufactures,
operators, banks, etc. and the FAA Flight Standards Inspectors
and individuals designated by the FAA to perform certain
(inspection and maintenance) functions.

Several periodic reports are published. They are
summarized or are part of the Aircraft Registry, Census of U.S.
Civil Aircraft, and FAA Statistical Handbook of Aviation.
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4.3.3 Airman (Non-Medical) Information
The information provides management and operational

statistics relative to certificated airmen. The source also
supports aviation safety analysis.

The basic information is developed in the airmen
certification process and is obtained from the individual's
application for certificate. Surveillance data on the airman
and operations is obtained by the local district office during
the course of inspections, investigations, etc.

Data are periodically available in the Airman's Directory
or as part of the FAA Statistical Handbook of Aviation
and U.S. Civil Airmen Statistics.

4.3.4 Aviation Activity Information

The objective is to provide aviation activity information
for use in planning, budgeting, and staffing for agency
programs and for publishing statistical results.

The data results from the monthly activity reports from
each operational FAA facility, from the annual aircraft
registration revalidations, and from the enplanement data
collection efforts of the Civil Aeronautics Board, the
Immigration and Naturalization Service, and the FAA survey.

The data are available in machine readable form as well
as in periodical statistical publications like Air Traffic
Activity, Military Air Traffic Activity, FAA Statistical
Handbook of Aviation, Census of U.S. Civil Aircraft, Airport
Activity Statistics of Certificated Route Air Carriers,

Commuter Air Carrier Operators, and U.S. Civil Airmen Statistics.

4,3.5 Airports Information

The objective is to develop information to support the
Federal involvement in the identification and planning of a
National System of Airports, to support through the grants-in-
aid airport master planning, development, and operations, to
assist the airport ground safety including the Airport

Certification Program, and to assure compliance by recipients

of Federal airport assistance funds with the conditions of that

assistance.




The basic data are derived from a variety of operational

activities within the FAA and distributed to a number of
offices and administrative activities of the FAA.

The basic periodic publications that result are an
annual report of oeprations under the Airport and Airway
Development Action, and annual report to Congress, the

National Airport System Plan, and Airport Master Records.

4.4 TFEDERAL HIGHWAY ADMINISTRATION (FHWA)

4.4.1 Motor Carrier Accident Reports

All interstate commercial motor carriers subject to the
Federal Motor Carrier Safety Regulations report highway accidents
in which they are involved in accordance with the requirements of
49 CFR 394. The data from the accident reports are used to create
information to refine, update or develop new regulations and to
develop implementing programs that promise the best results in
terms of eliminating the hazards to safe highway transportation
and the prevention of accidents and reduction of their consequences.

A prescribed form is completed by motor carriers showing
various kinds of information about the accident. The form has 31
blocks of data with an estimated possible 200 different character-
istics.

This data is automatically processed by computer, an annual
report is prepared and publicly distributed as well as certain
special reports, as needed.

4.4.2 Highway Statistics, Annual Publication

The data submitted for this publication permit FHWA to pro-
vide statistics on all phases of highway programs at local, state,
and Federal levels for planning and administration at all levels.



The data are the basis for construction of annual time series
on highway construction, existing mileage, motor vehicles, licensed
drivers, motor fuel consumption, travel characteristics, speed
trends, construction materials and costs, tax revenues by source
and expenditures by purpose for each activity and level of govern-
ment. Nearly all data are by state, with financial data by politi-
cal subdivisions within SMSA's and by population groups.

This Highway Statistics publication provides, in a single
annual document, data and information used in planning and policy
studies, congressional reports on legislative issues, and prepara-
tion of testimony both within and outside of government at all
levels.

4.4.3 National Highway Needs

The objectives of the reporting process are to:

a) Inform the Congress of the extent, condition, and
performance of the existing highway network and
future highway needs.

b) Develop policy on the direction of the Federal highway
program and assess the impacts of different highway
investment programs.

The data collected describe the miles of highways by functional
classification; physical condition of roadways; highway performance
characteristics; highway finance data; current and forecasted
travel by highway system and area; and the cost and location of
current and future needed highway improvements.

Several models are employed to produce statistics from data
in this system:

1) Transportation Resource Allocation Study (TRANS)--assesses
the impacts of national transportation investment strate-
gies, mainly in urban areas.

2) National Highway Network Model--assesses the impacts of
socio-economic changes on intercity highways.




3)

4)

5)

6)

The

b)

Pardee Model--assesses the environmental impacts of
national highway investment strategies.

Highway needs sensitivity models--test how highway needs
are affected by such variables as performance standards
and travel.

Highway needs simulation models--simulates highway in-
vestment requirements for given costs, performance stan-
dards, and travel forecasts.

Harris model--evaluates regional economic and environ-
mental impacts of alternative highway systems.

basic reports produced are:

Biennial highway needs reports to Congress. These con-
tain descriptions of existing highway system and per-
formance characteristics, current and future highway
needs, benefit/cost analysis, environmental impact and
highway finance analyses.

Federal Highway Administration policy and proposed legis-
lation.

Special reports on highway needs, impacts of alternative
highway investment, and various other aspects of the
highway program.

4.5 FEDERAL RAILROAD ADMINISTRATION (FRA)

4.5.1 Waybill Statistics System

The

input to this system is compiled from a 1% sample of

audited revenue Waybills submitted to the FRA under the terms of
the ICC order 49.C.F.R. SEC 1244.

Data are used in Traffic Flow Studies, Commodity Movement
Studies, ICC Rate Cases, Revenue Studies, Safety Analyses, and for
input to the FRA Railroad Network Model.

Principal data Elements are: Serial § Waybill Numbers,

Number of Carloads, Origin § Destination Railroad and Stations,
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Rate Types, STCC, Wright § Revenue, Short Line Miles, AAR Car
Type, Tons.

The data base is maintained in machine-readable form by the
FRA.

"Carload Waybill Statistics - Territorial Distribution-
Traffic and Revenue by Commodity Classes' reports are published
annually.

System access is through "EASYTRIEVE." Special runs, other
than the report cited above, must be approved by Bureau of Econ-
omics, Interstate Commerce Commission, Washington, D.C.

4.5.2 Accident Incident Reporting System

The Office of the Associate Administrator for Safety of the
Federal Railroad Administration (FRA) has the responsibility of re-
ceiving, processing and reporting railroad accident/incident sta-
tistics.

The purpose of the railroads reporting to the FRA the occupa-
tional illness of employees, damage to railroad equipment and
structures, and injury to persons (arising from the operation of a
railroad) is to carry out the intent of Congress as expressed in
the Federal Railroad Safety Act of 1970 and the Accident Reports
Act, as amended.

The system allows the Office of the Associate Administrator
for Safety to maintain and retrieve Accident/Incident data filed
by the railroads.

Accident/Incident data is received on the following forms
which are basic inputs to the system.

Reporting
Report No. Report Title Frequency
FRA F6180-54 Rail Equipment Incident Annually
Report
FRA F6180-55 Railroad Illness and Monthly

Injury Summary
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Report No. Report Title

FRA F6180-57 Highway Grade Crossing
Incident Report

ICC Wage Sta- Monthly Report of Em-

tistics Form A ployees, Service and
Compensation

ICC Bureau of Revenue Traffic

Accounts

Form DS-B

ICC Bureau of Train and Yard Service

Accounts

Form DS-A

FRA F6180-56 Annual Railroad Reports

of Manhours by State

Reporting
Frequency

Annually

Monthly

Quarterly

Quarterly

Annually

Principal data elements are: Casualty information, damage costs,

location of accident, and train speed, weather, and grade-crossing

information.

All Accident/Incident data is maintained in machine-readable

format on magnetic disk storage.
The basic statistical reports produced are:

Reports Title

1) Accident Bulletin publication

2) Rail/Highway Grade-Crossing
Accidents publication

3) Preliminary Report of Railroad
Accidents/Incidents and Resulting
Casualties, Form FRA F6180-27

4) Summary of Accidents/Incidents
Reported by all Line-Haul and
Switching and Terminal Railroad
Companies

4.5.3 Grade-Crossing Inventory Systen

Frequency
Annually

Annually

Monthly

Monthly

This nationwide project for numbering and inventorying High-

way Grade-Crossings will be complete in late FY76. The data will

be used to isolate apparent accident-contributing characteristics
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and to determine cost/benefit ratios for alternative upgrades. The
data base will exceed 430,000 records and will contain all pertinent
information for each grade-crossing. Information will be maintained
in machine-readable form.

The '"Grade Crossing Accidents" Bulletin will include inventory
data at a later date. The system is being developed using a DBm
language entitled INQUIRE.

4.5.4 Railroad Locomotive Inspection

These data are collected to maintain records or results of
field locomotive inspections. Sources of the data are locomotive
inspection records. The reports generated from the data include
inspection compliance, locomotive inventory, and FRA inspections.

4.5.5 FRA Safety Inspections

These data are collected to compile general statistics on
inspection. Data are collected from inspection information re-
ported on Standard Form 1680.1. The reports generated from the
data include inspection by railroad, inspection by inspector, and
defect matrices.

4.5.6 Track Inspection System

This system allows the FRA to maintain and retrieve informa-
tion pertaining to Track Inspection Reports filed by the FRA and
State inspectors.

There are three basic inputs to the track system:

a) Track Inspection Report - FRA 6180-58(A) - filled out by
inspectors, describing any track defects.

b) Track Inspection Report FRA 6180-58(A) - copy of the
inspectors' report which is given to the railroad. The
railroad amends their copy to reflect how the track de-
fect was corrected.

c) Chief Counsel Revort - describes claim settlements.
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All information is maintained in machine-readable format on
magnetic disk storage.

Data elements include: FRA Inspector code, fiscal year,
region, railroad, railroad sub-division, violation, location (city,
state), track number, mile post of inspection, defect code.

The basic reports generated are:

Reports Frequency
1) Inspectors' Activity Detail Report Monthly
2) Inspectors' Activity by State Monthly

Inspectors' Activity by Railroad
Inspectors' Activity by Defects
Inspectors' Activity by Region

3) Uncorrected Defect Report Monthly
4) Violation Status Report Monthly
5) Violation Settlement Report Monthly

The track system data is maintained in a Data Base Management for-
mat for instantaneous querying using a DBM language entitled
INQUIRE.

4.6 NATIONAL HIGHWAY TRAFFIC SAFETY ADMINISTRATION (NHTSA)

4.6.1 National Accident Summary System (NAS/UADT)

Each state submits yearly raw accident data tape (RADT) files
with no common record or file structure uniformity. Computer pro-
grams are then written/maintained to convert the data to the uni-
form accident data tape (UADT) format, as specified by NHTSA.

Computer-supported generation and processing of magnetic
tape files permits updates to four magnetic tape files (yearly).

Special study reports produced are: Cross tabulations in a
variety of specific formats (on request).
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4.6.2 Fatality Analysis File

The data collected for this file permit analysis of automo-
tive and pedestrain fatalities. The data are computer maintained
and operated to produce an analysis report. Output reports are
being developed. No query capabilities exist.

4.6.3 HSRI Accident Data System

The data collected in this system permit numerous analyses
of auto accident causes and related statistics. The data system
uses a large integrated computer system (with data bases derived
from police data on accidents, as well as data collected by numer-
ous investigation teams) to produce reports. Six analysis sub-
routines are utilized to generate reports 50-60 times per month.

4.6.4 Vehicle-in-Use Questionnaire Processing System

In this system, the data are collected to determine if the
type of state motor vehicle inspection has a significant effect on
the condition of motor vehicles in the state, if inspection of a
few safety-related components affect the overall upkeep of the
vehicle, and if differences exist between states in the outage
rate of individual vehicle components.

The data files permit analysis of defect counts and other
data for each vehicle and its driver for the purpose of developing
relationships between defect counts and other data related to the
vehicle inspected. It is a computer-maintained and operated systen.

Special reports are produced on request.
No query capabilities exist.

4.6.5 Vehicle Equipment and Manufacturers Identification
System (VEMIS)

The data collected in this system permit identification of
vehicle equipment for recall. Data concerning vehicle equipment,
manufacturer identification, and automotive safety is taken from
input supplied by manufacturers or test laboratories.
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The system is computer-maintained and operated and '"ad-hoc"
reports are generated as required.

No query capabilities exist.

4.6.6 Tire Identification and Record Keeping Statistical
Applications System

In this system, the data are collected to determine the
degree of tire registration effectiveness.

Tire registration information is taken from Compliance Tire
Buy Reports (CTBR's) and is used as input into a computerized
record system. The data are edited, with valid data passed to the
update program and stored. The system contains a generalized re-
trieval package that can search, correlate and point to any or all
data fields. This retrieval package also provides a means for
simple calculations (e.g., percentages involved in owner notifica-
tions and replaced tires).

The system generates four output reports, as needed:
a) Type visits by Region

b) Type dealer by Region

c) Chi-Square contingency table analysis

d) Significance levels

4.6.7 Evaluation Data System for Office of Alcohol Countermeasures

Tabular and statistical data are collected concerning
alcohol-related highway incidents. Reports from ASAP serve as in-
put. Two files are maintained and operated by a computer system.
Upon request, 50 fixed evaluation reports can be generated.

The system provides general query capabilities (upon request).

4.6.8 Motor Vehicle Import Information (MVII) System

System data are collected to keep track of autos entering
the U.S. from abroad which are not in compliance with U.S.
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standards. Such autos must be corrected within 60 days. The sys-
tem also generates warning letters to customers.

The files are computer-maintained and operated in batch and
on-line modes to produce monthly update of PCI and FCI files.

Basic reports generated using this system are:

a) Report of Preliminary Customs Investigation (PCI)
b) Report of Import Certification Inquiry (ICI)

C) Reports responsive to specific queries.

4.6.9 Office of Standards Enforcement Vehicle Selection Matrix
(OSE VSM)

Historical data relevant to actual motor vehicle accidents,
prior compliance test results, current vehicle owner complaints,
and supplementary engineering data (for use in ranking future selec-
tion of vehicles for compliance testing) are collected.

The basic system contains a vehicle-selection summary file,
an accident data file, CONTAB, a vehicle master file, a sorted
priority list, and a buy list.

The system is computer operated and maintained.

Basic reports which can be produced by this system are:
a) Priority list (quarterly)

b) Selection matrix (quarterly)

c) Buy list (prior to commencing FY testing)

There are no query capabilities.

4.6.10 VIN Information System (VIN)

This system provides a means of building and maintaining a
large-volume data base and an efficient, cost-effective method of
extracting and reporting selected elements, as required by users.

The system contains an unrepaired list of VIN's, all query
information, query volume data, and query requests.
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The system is computer operated and maintained.
Basic reports generated by the system are:

a) VIN Query Status Report (monthly)

b) QREPT (daily)

c) VIN Query Report (daily)

d) VIN Micho-fiche data base (quarterly)

e) VIN Tape data base (quarterly)

The system has capability to handle queries.
4.7 URBAN MASS TRANSPORTATION ADMINISTRATION (UMTA)

Project FARE (Section 15 Reporting System)

The development of the Financial and Accounting Reporting
Elements system is currently underway at UMTA. This system, when
fully operational, will collect data from transit companies. Work
has already been completed on defining the elements to be included
in the system. Financial data such as revenues, operating and over-
head costs, capital costs, advertising and market costs and opera-
tions data such as fleet size, route miles, passengers carried,
etc., will be collected.

Presently similar data is collected on a voluntary basis by
the American Public Transit Association. However, Section 15 of
Public Law 93-503 requires that the Secretary of Transportation
collect this data from transit properties. Filing the data will
be mandatory as UMTA grants will be denied properties that do not
supply the information requested. The system is expected to be
operational in about one year.

4.8 ST. LAWRENCE SEAWAY DEVELOPMENT CORPORATION (SLSDC)

Great Lakes - St. Lawrence Seaway System

This system reports vital statistics on the movement of ships
through the St. Lawrence locks and the Welland Canal. Data reported
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include size and type of vessel, origin, destination (including
each eventual port-of-call), and cargo on and off-loaded by com-
modity.

Use of the data for research purposes is permitted, though
some elements of the data set are proprietary in nature. Data on
tapes are available from 1964 and in hard copy form from 1969.

4.9 MATERIALS TRANSPORTATION BOARD

4.9.1 Hazardous Materials Incident Reporting System

In this system, data are collected to produce statistics on
the unintentional release of hazardous materials during transporta-
tion. This information is compiled in accordance with the require-
ment levied in the Transportation Safety Act of 1974, Public Law
93-633.

The current system contains information on each reported in-
cident and includes data elements such as the date of the unten-
tional release of hazardous materials, the location, the shipper
and carrier, the commodity involved and other information concern-
ing the packaging and nature of the incident.

Periodic outputs are generated which are primarily used with-
in the Office of Hazardous Materials Transportation Operations.
However, requests by other agencies, individuals, companies, etc.,
are filled by the office.

The information produced provides a basis for highlighting
problem areas, for pinpointing the need for corrective action, and
for providing inputs to the annual report on hazardous materials
control (also required by Public Law 93-633).

4.9.2 Pipeline Carrier Accident Report, DOT Form 7000-1

In this system, data are collected to support the reporting
of failures in liquid pipeline systems when the release of the com-
modity transported results in any of the following:
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£)

Explosion or fire not intentionally set by carrier.
Loss of 50 or more barrels of liquid.

Escape to the atmosphere of more than 5 barrels a day

of liquefied petroleum gas or other liquefied gas.
Death of any person.

Bodily harm to any person resulting in one or more of
the following:

1) Loss of consciousness
2) Necessity to carry person from the scene
3) Necessity for medical treatment

4) Disability which prevents the discharge of normal
duties or the pursuit of normal activities beyond
the day of the accident

Property damage of at least $1,000 to other than the
carrier's facilities, based upon actual cost or reliable

estimates.

Pipeline Carrier Accident Report, DOT Form 7000-1, contains

information as listed below:

1
2)

3)
4)
5)

6)

7)

8)
9)

Name and address of carrier

Date, time, and location of accident; part of carrier
system involved and physical location

Origin of liquid or vapor release
Cause of accident

Fatalities and injuries of the carrier's employees and
non-employees

Property damage - items and dollar value

Commodity being transported - estimated loss in barrels,
year facility installed, and whether there was a fire
or explosion.

Description of line pipe in detail

Explantion, if caused by corrosion
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10) Explanation, if caused by equipment rupturing the line

11) Name of company official and title, carrier telephone
number and date filed

An Annual Summary of Liquid Pipeline Accidents is reported to
the Department of Transportation on DOT Form 7000-1 for calendar
year. The report provides the following:

a) Total number of accidents, fatalities, and injuries

b) Total property damage, total carrier damage, and other
damage

c) Barrels of commodity lost
d) Total number of accidents, by year, of installation

e) Summary of accidents by commodity, by cause - corrosion;
equipment rupturing the line; and by defective pipe seam

f) Summary of accidents by location, state

4.9.3 Office of Pipeline Safety Operations Automated Leak and Test
Failure Reporting System

The data collected in this system provide causal-related and
safety-related information for use in identifying trends and prob-
lem areas and for supporting rule-making actions and safety program
development. This information is also used to furnish Congress
with accident and causality data in accordance with Section 14 of
the Natural Gas Pipeline Safety Act.

The system can responsd to inquiry in accordance with spe-
cific extraction programs for retrieving elements and combinations
of elements. The system contains identification of companies
nationwide, with distribution and/or transmission/gathering systems,
sizes, materials and ages of gas systems, causes and number of leaks
repaired, gas systems on coated or bare pipe, gas system cathodic-
ally protected, fatalities and injuries, operator property damage
estimates, value of property damage to others (settled), fires and
explosions, leak surveys and Cathodic Protection Inspections. Spe-
cific incident data shows detailed information such as: when and
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where occurred, cause, pipe specifications, when installed, material
that failed, fatalities, injuries, estimated operator damage, en-
vironment of incident, estimated pressure at time of incident, max-
imum allowable operating pressure, time until escape of gas stopped,
method of leak or failure detection, rupture, ignition, explosion,

type of repair, and other utilities contributed or impaired.

Detailed information is included regarding failures due to
corrosion, outside forces, construction defects, and material fail-
ure.

A quarterly report of pipeline leaks and test failures is
printed. An annual summation of all data is printed displaying the
occurrences related to the operators affected by the Natural Gas
Pipeline Safety Act during the reporting year.

Information is furnished to industry, organizations and oper-
ators concerned with pipeline safety upon request.

4.10 TRANSPORTATION SYSTEMS CENTER (TSC) - DATA UTILIZATION
PROGRAM

4.10.1 Air Industry Data Base System

This system provides an easy method to acquire
statistics on either airline or route activity. The system enables
one to observe the history of performance of either an air route,
an airline, or the air industry.

The data, available in machine-readable form, provides a
record for each month, for each flight segment of every commercially
scheduled airline flight. It describes the originating and des-
tination terminals, details the aircraft configuration, and reports
upon utilization of the aircraft (i.e., number of passengers,
amount of cargo carried, mail, etc.).

The system provides the basis for generating Treports on
activities between city pairs by frequency-of-flight, load factors
and the number of people traveling. Additionally, airborne and
ground delay reports are currently produced by the system for a
match mode system which will become an on-line operation.
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4.10.2 Railroad Industry Data Base

The purpose of this data base is toprovide a means of reporting

the operational status of the rail industry. The system enables
one to observe historical trends and to make short-term estimates
of the financial activities.

The data base contains a collection of items from the ICC
reports submitted by the railroads concerning the carloading activi-
ties of each railroad. The data, available in machine-readable
form, consist of a set of records on weekly carloadings for each
railroad and 20 developed commercial groups. Additionally, a time-
series-expansion-factor data stream permits observation of the
factors associated with the carloadings, which, in turn, makes
estimates of railroad activities possible.

This system can generate a series of weekly reports estimat-
ing railroad activities by financialand performance levels. The
system operates in an on-line mode and query may be made by rail-
road commodity group.

4.10.3 Trucking Industry Data Base

The objective of this system is to provide the means to study
the history of trucking organizations in the industry. The system
enables one to develop time series of the many factors reported to
the ICC.

The data, available in machine-readable form, is that which
i1s reported in the quarterly ICC Form QFR and the Annual ICC Forms
M-1, M-2, and M-3. These reports detail trucking activities from
the corporate point of view. Additional inventory data, including
both regulatory and non-regulatory trucking, is available.

The system is currently under development and report formats
are not yet defined. The system will permit special reports to be
generated through on-line query of the data.

4.10.4 Commodity Flow Data Base

The major objective of this activity is to develop a multi-
mode, regional commodity flow data base for use in transportation
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traffic and operations analysis. Besides identifying yearly
freight-tonnage flows among regions, the data base will describe
various shipment characteristics associated with modal movements.

Emphasis will be on constructing commodity-flow data for bulk
or unprocessed commodities, and for given manufactured goods which
are well-sampled in the CTS. When possible, county-level, regional
detail should be maintained, although BEA and state designations
should appear in the record to aid in comparisons to other data
bases. At minimum, yearly regional tonnage must be reported and
average shipment size by mode calculated when feasible. When pos-
sible, true (ultimate) origins and destinations of commodities
should be identified. Four major modes will be considered; rail,
waterborne (shallow and deep draft, separately), pipeline and truck.
When available, all rate data on the mode shipment should be in-
cluded (whether per ton, per ton-mile oT per shipment).

Computer analysis of data within this data base will facili-
tate support to on-going research on transportation forecasting and
planning.

4.10.5 Interstate Commerce Commission (ICC) Quarterly Data

The data of this data base are collected to enable monitoring
of performance and financial results of Class I railroads, of Class
I motor carriers (passengers and property), of Class I pipelines,
and of Class A and Class B water carriers. The data is maintained
in machine-readable form; quarterly and annual publications are
provided in printed form.

Data extracted from reports filed with the Interstate Com-
merce Commission each quarter by the regulated common carriers are
as follows:

Railroads:
Number of revenue passengers carried
Passengers carried one mile

Number of revenue tons carried



Tons carried one mile
Operating Revenues-freight, passenger
Operating Expenses and Depreciation-road, equipment
Net Revenue from Railway Operations
Federal Income Taxes
Pipelines:

Number of barrels of oil originated and received from

connections

Motor Carriers of Passengers (Bus Lines):

Total Operating Revenues

Ordinary Income Before Income Taxes; Passengers carried;
regular route, intercity schedules; regular route, local
& suburban schedules; charter or special service

Carriers by Water:

Revenue Tons Carried

Tons Carried One Mile
Freight Revenue

Revenue Passengers Carried

Motor Carriers of Property (Truck Lines) (Collected for
1971-1974 and first quarter of 1975 only):

Ordinary income before income taxes

Tons carried-common carriage

Tons carried-contract carriage

Collected for 1974 and first quarter of 1975 only:
Net profit or loss

The Quarterly Summary of National Transportation System
Activity (also includes data provided by FHWA and airline performance
data) providing selected statistics from Quarterly Reports sub-
mitted to the ICC by Regulated Common Carriers (for use within TSC
and TPI only) is published quarterly. This publication contains
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data as reported by each carrier with totals for each item, by
mode. Revised data is republished each year as an annual publica-
tion containing data reported by each carrier each quarter, as well
as annual totals.

4.10.6 Automotive Data Base

The included data are collected to analyze the 1975 automobile
fleet, in terms of vehicle production, fuel economy, emissions,
engine characteristics, vehicle price, and performance. The 1975
Automotive Data Base contains 216 types of 1975 model year auto-
mobiles (both domestic and imported) ; approximately 50 attributes
are used to describe each vehicle type. Model population is dis-
aggregated by the 50 states and attributes covered include engine
characteristics, emission system, transmission, fuel economy,

emission level, performance, price, production, inventory, etc.

The data base is used to support quick reaction studies for
the OST/TSC Automotive Energy Efficiency Program. The data base is
located on the TSC's PDP-10 and is used in conjunction with the
System 1022 Data Management Systemn.

4.10.7 DOT/TSC Automotive Manufacturing Assessment System

In this system, data are collected to determine the manu-
facturing and maintenance characteristics of the automotive fleet.
The data base contains configurations (broken down by components)
for approximately 400 vehicles, including configurations for
selected alternative engines (Stirling, gas turbine, Rankine,
Wankel). The vehicles are classified by body size. For each vehi-
cle, data collected and maintained are: materials breakdown, labor,
manufacturing cost, sticker price, capital investment for tooling
and facilities, and the cost of scheduled and unscheduled mainte-

nance.

The outputs of the system are: manufacturing cost, mainte-
nance cost, sticker price, materials breakdown by vehicle, capital
investment, and feasible production schedule by years.
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The version of the system in operation is an interim system
based on the National Academy of Science's manufacturability data
base and DOT improvements. The advanced version of the system is
under development, and is due to be in operation by July 1976.

4.11 JOINT PROJECTS (OST AND OTHER DOT OR NON-DOT ORGANIZATIONS)

4.11.1 Journey-to-Work Continuous Survey (In Conjunction with
FHWA, UMTA, HUD and Census)

This survey provides for continuous updates of the Journey-
to-Work data developed initially by TPI, FHWA and the Census. The
purpose of the survey (which supplements the National Annual Hous-
ing Survey (NAHS)) is to generate commuter-oriented travel informa-
tion such as origin and destination locations, trip length and
duration, modal selection, change in mode usage and satisfaction
with means of transportation to work. Recent surveys have stressed
the effects of the Nation's energy and economic dislocations, and
of maturing public transportation policies, on travel behavior and
attitudes.

4,11.2 National Travel Survey (with FHWA, UMTA, and Census)

This survey provides data which permits analytical capability
to measure intercity travel demands for small geographic areas and
any two selected cities. The program assesses traveler response to
changes in service and supports service planning and route selection
by carriers. The survey also permits data to identify the service
needs by rural areas and small cities.

4.11.3 International Air Data Project (with CAB, U.S. Travel and
Justice (INS).

See Section 5.2.

4.11.4 National Shipper Survey Expansion Project {(with Census)

See Section 5.3.
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4.11.5 Domestic and International Transportation of U.S. Foreign
Trade (with COE, MARAD and Census)

Surveys to be performed within this study will identify the
"true" origins and destinations of freight movements, the modes
utilized (including intermodal movements), the size of shipment,
and other characteristics of bulk goods moving in foreign trade.
The program will develop a set of data describing bulk commodities
for all modes for 1975 and will develop and test a method of ob-
taining data on a nationwide basis for a continuing transportation
data program.

Ee
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5. 0ST DATA COLLECTION

5.1 SUMMARY OF SECTION

This section reviews three efforts of the Assistant Secretary
for Policy, Plans, and International Affairs in the area of data
collection. These efforts represent the types of efforts histori-
cally pursued under the OST Information Program (See Appendix B).
They are important because they develop data not otherwise avail-
able.

The three collection efforts (in order of discussion) are:
a) International Airline Passenger Data
b) Census of Transportation

c) Journey-to-Work Supplement to the Annual Housing
Survey

The International Airlines Passenger Data project supports
the analysis of passenger traffic on U.S. to/from foreign destina-
tions by providing the only data that includes details on the for-

eign flag carriers.

The Expansion to the Census of Transportation (CTS) project
encourages studies designed to open the scope of the CTS, one of
the Economic Censuses performed each five years and funded directly
by Congress.

The funding of the addition of journey-to-work questions pro-
vided by TPI to the U.S. Department of Housing and Urban Develop-
ment's (HUD) Annual Housing Survey permits a pseudo-continuous re-
view of the work-trip habits of the general public.

5.2 INTERNATIONAL AIRLINES PASSENGER DATA

5.2.1 Background

Beginning in the 1950's, the Office of Management and Budget
(OMB) assigned responsibility to the United States Department of
Justice, Immigration and Naturalization Service (INS), for the
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collection and reporting of data on the entry/exit of citizens and
non-citizens through U.S. ports and air-terminals. The data for
these air movements are recorded on Form I-92. A blank version of
Form I-92, as well as a completed one, are illustrated in Figure
5-1.

Over the last few years, a close working relationship has de-
veloped between INS and DOT because the raw data contains records
for all carriers, including foreign flag and non-scheduled, down
to the specific flight. There is no other data collected by any
U.S. agency on foreign flag carriers at this level of detail.

Originally, INS did not keypunch the flight number data.
However, because DOT was interested in detail at that level (in
order to develop the comprehensive statistics needed for understand-
ing the international air market), DOT and INS joined in a coop-
erative effort to convert the raw data and produce reports of in-
terest to each party. INS agents collect the basic paper forms;

DOT edits the forms, keypunches the data onto cards, and creates
several tapes, one of which is returned to INS for its use in pro-
ducing the required OMB report. DOT produces periodical statistical
reports based on this data for consumption by the Civil Aeronautics
Board, the Department of Commerce, and DOT itself.

The I-92 data collection and processing project is the only
OST data collection program executed by DOT elements where the
basic machine-readable data remains at DOT and is available for
special processing in response to any additional problems that
might arise relative to international air carriers.

5.2.2 Raw Data I-92 Forms

The I-92 Form carries the title Aircraft/Vessel Report and is
approved by the Office of Management and Budget under OMB No.
43-120497. An I-92 Form is completed for each passenger-carrying
flight which departs from, or arrives in, the United States the
following types of transport:

a) Private

b) U.S. Military - including charters to military
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Form
AIRCRAFT/VESSEL REPORT Form Aoproved
{0 ARRIVAL [J DEPARTURE

LastForeignPort First Foreign Port

Alrline/Vessel (Name and Nationality) lﬂlm Number IPcrl of Arr/Dsp |Oate of Arr/Dep

TYPE OF TRANSPORT—CHECK ONE 1,‘:"-"."_"
1. [ u.S. military—including 3. [J Commerclal—chartered
charters to military 4. [] Foreign miiitary

2. [J Commercial—scheduled
DoNﬂWﬂhlnMBMlmUuOnly

Pa Pa:
[ B Betgrred
Attach CF 7507, ICAO Declaration, or 1-418, or List Crew Below.
CREW: Name Status
PASSENGERS

FOREIGN PORT AND COUNTRY
usc ALIEN TOTAL

TOTAL

FORM _|-92 See instruction:
v i S0 ( 3 on reverse of form)  UnRed sum. "I.J’mnmum of Jms:lsc.

a. Blank Form - Front

AIRCRAFT/VESSEL REPORT Form Approved
ARRIVAL DEPARTURE _
3 el LS | |Em Forsign port __ SENEVA

Last Foreign Port

Airline/Vesssl (Name and Natlonality) |FI1¢M Number |Port of Arr/Dep |Date of Arr/Dep
Twa, VSA 830 JER (29 JuN 15
TYPE OF TRANSPORT——CHECK ONE T
1. [ U.S. mititary—including 3. [ Commercial—chartered
charters to military 4. [] Forelgn military q
2. B Commercial-—scheduled 8

Do Not Writa In These Blocks—For INS Use Only

Passangers Passengers Defarred
Inspected Oeferred Port
Attach CF 7507, ICAO Declaration, or 1-418, or List Crew Below.

CREW: Name Status

PASSENGERS
usc ALIEN TOTAL

FOREIGN PORT AND COUNTRY

GENEVA, SLO\TZERLAND 43 4 | 41
44 7|58

VIENNA , AVUSTRIA

ToTAL 187 1t {99

(Ses instructions on reverss of form) Unied States Departmant of Justice
and Sarvice

FORM_1-92
(Rev. 5-1-72)M

c. Completed Form

INSTRUCTIONS FOR IDENTIFYING TYPE OF TRANSPORT

1. U.8. MILITARY TRANSPORT
U.S. military carriers, including carriers chartered by the military or any
other U.S. Government agency, i.e., FAA.

2. COMMERCIAL TRANSPORT—SCHEDULED

All carriers ling with p! time and route schedules.

3. COMMERCIAL TRANSPORT—CHARTERED
All carriers, other than military, without predetermined schedules. Include
also “air taxis'’, or any other transport carrying persons for hire.

4. FOREIGN MILITARY TRANSPORT

Foreign military carriers, including carriers chartered by the foreign military
orany other foreign government agency.

For sale by the of U.S. Printing Office
Washington, D.C. 20402
US. GOVERNMENT PRINTING OFFICK. 15%—0-282-148

b. Blank Form - Back

AIRCRAFT/VESSEL REPORT 208 Form Acproved
ARRIVAL DEPARTURE
I.Dnt ForelgnPort |§m Foreign Port NE‘V“
Alrline/Vesssl (Name and Nationality) |F|l¢m Number |Port of Arr/Dep | Date of Arr/Dep
Twa, Ush GI@| | B30 | TEK |29 0015
TYPE OF TRANSPORT—CHECK ONE Palm:slonnn
1. 3 U.S. military—including 3. [J Commercial—chartered
charters to military 4. [] Forelgn military q s
2. ¥ Commercisl—scheduled
Do Not Write In These Blocks—For INS Usa Only

Passengers ] Passengers Deferred

Inspected Deferred Port
Attach CF 7507, ICAO Declaration, or 1-418, or List Crew Below.
CREW: Name Status o

PASSENGERS
FOREIGN PORT AND COUNTRY
= usc ALIEN | TOTAL
GENEVA | s W \TZERLAND 43 4| 41

VVENNA, AOSTIUL bsq 44 T| 5!

ToraL [ g% 1t (98

(See instructions on reverse of form)  United States Depertment of Justice
and Service

FORM_|1-92
(Rev, 5-1-72)N

d. TSC-Edited Completed Form

Figure 5-1. 1I-92 Form: Aircraft/Vessel Report
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c) Commercial - scheduled
d) Commercial - chartered
e) Foreign military

The form is designed to identify the carrier and to dis-
tinguish betweén crew and commercial passengers. It also lists
passengers originating from, or destined to, intermediate stops
for multi-stop flights.

During Calendar 1975 the Transportation Systems Center of
DOT processed approximately three hundred thousand (300,000) I-92
Forms received from the Department of Justice, Immigration and
Naturalization Service (INS).

5.2.3 Products

The reports which are produced by TSC from the approximately
twenty-five thousand (25,000) monthly raw data forms contain in-
ternal air passenger travel information which is assembled by cal-
endar month. Three major report elements are regularly available,
specifically:

a) Summary-Travelers by Country
b) Port-to-Port
c) Travel Survey by Carrier, Flight, and Area

The report section entitled Summary-Travelers by Country is
divided between arrivals and departures and lists (for each U.S.
entry port and for the U.S. in total) the passengers traveling to/
from each foreign country. The passengers are displayed as U.S.
citizens, aliens, and totals.

The Port-to-Port report section tabulates arrivals and de-
partures by city pair (U.S. port-foreign port) and the following
information:

1) Carrier identification code
2) Flight number

3) Number of flights during month reported
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4) Separation by scheduled/charter flight

5) Percent citizens by flight number for the month, for
both scheduled and charter flights

The Travel Survey by Carrier (Flight and Area) section sum-
marizes information on monthly totals of passengers traveling be-
tween U.S. and foreign ports disaggregated by several world areas
including:

a) Middle America
b) Carribean

c) South America

d) Europe

e) Africa

f) Middle East

g) Far East

h) South Pacific

i) Canada/Greenland

Totals by country are delineated under each of the above
areas, for each airline serving the area. The totals for scheduled
and charter flights include the number of flights and the percent-
ages of U.S. citizens and aliens.

In addition to the products cited above, two time-series
files---one based on the monthly input data, the other on the
processed output data---are stored in machine readable form (tapes
or discs) to support additional analyses, as required.

5.2.4 Future

Improvements are continually incorporated in the data process-
ing system to provide flexible access to data combinations for anal-
ysis purposes. Added statistical methods will be employed to eval-
uate data quality and consistency.

———



A proposal is under consideration to merge the Official Air-
line Guide data with the I-92 data to create a file of foreign car-
riers similar to that of the CAB Economic Regulation 586 data file.

5.3 CENSUS OF TRANSPORTATION

5.3.1 Background

The Quinquennial Input-Output and the Economic Census were
created by the Department of Commerce over the last forty years to
satisfy requirements for national economic planning. The Census
of Transportation (CTS) is one of the many economic censuses per-
formed by the Bureau of Census each five years. The first CTS was
done in 1963 with a passenger transportation survey. The CTS is
actually comprised of three major projects: the National Travel
Survey, the Truck Inventory and Use Survey, and the Commodity
Transportation Survey.

The National Travel Survey yields statistics showing national
and regional passenger transportation patterns and their relation-
ship to socioeconomic and geographic factors. Data are gathered
on trips, person-trips, person-nights, and person-miles by origin
and destination, purpose of trips and mode of transport employed.

The Truck Inventory and Use Survey accumulates data concern-
ing the Nation's trucking resources, such as the number of trucks
(total and classified by physical characteristics), occupational
use of trucks, measures of intensity of vehicle utilization, and
geographic distribution of vehicles.

The Commodity Transportation Survey collects information on
the physical and geographic distribution of commodities shipped by
the manufacturing sector of the national economy, measured by tons
and ton-miles. The basic information is derived from a probability
sampling of bills-of-lading (or other shipping records) obtained
from a probability sampling of manufacturing plants. Additionally,
"by-product" or special studies resulting from this survey include

study of the domestic movement of exports, a survey of small plant
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activity (including plants with 10 to 19 employees), and a special
study of the printing and publishing industry.

All of the aforementioned projects of the CTS are supported
by direct Congressional funding. The role played by OST and the
Modal Administrations with respect to this data collection effort
is one of setting user requirements for the statistics developed
from the data. The requirements have been submitted in a variety
of ways, both formal and informal. The basic CTS project responsi-
bility belongs to the Department of Commerce.

In the last few years, efforts by OST, the FHWA and UMTA have
been directed toward structuring a better method by which the DOT
requirements are developed and accepted by the Bureau of the Census
and toward increasing the sample size of each project. The FHWA
has sponsored and has performed several experimental surveys to
augment the National Travel Survey and the Truck Inventory and Use
Survey. The results have been subjected to considerable political/
institutional evaluation, although only limited quantitative tech-
nical evaluation has occurred because of data coding difficulties.

The major funding effort by OST has been directed at expand-
ing the Commodity Transportation Survey beyond the manufacturing
sector. Supported by this funding, a feasibility study was started
in 1973 by the Bureau of the Census to do the following:

a) Appraise the feasibility of collecting data on commodity
shipment movements in terms of elapsed time, time-in-
transit for each haul, and commodity shipment charges.

b) Determine the feasibility of collecting data on shipments
from wholesalers; this included searching for acceptable
sampling frames and determining the basis for establish-
ing such frames. Subjects of this feasibility study in-
cluded merchant wholesalers, petroleum bulk stations and
terminals, and assemblers of farm products.

c) Determine the feasibility of collecting data on shipments
originating in minerial industries (including solids,
liquids and gases). Shipments of o0il and gas are treated
as a special situation in the feasibility study.
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d) Appraise the quantity and quality of reliable transporta-
tion flow data which could be displayed for the 530 DOT
Transportation Traffic Zones. (Consideration was to be
made of non-disclosure and sampling reliability con-
straints.)

The results of these feasibility studies to date have lead OST to
fund additional reviews of areas which might be included in an ex-
panded project. When these studies have been completed and results
are available which demonstrate clearly what kinds and types of
statistics can be produced from the expanded survey, it is expected
that Congress will directly fund the expanded CTS.

5.3.2 Raw Data of CTS

The National Travel Survey uses a probability sample of about
18,000 households (for 1967). Questionnaires (mailed quarterly to
respondents constituting three panels) required a full year's data
for each household on passenger traffic flow. Data obtained for
each trip included (1) origin and major destination of the trip,
(2) month the trip ended, (3) type of transport used, (4) the major
reason for the trip and (5) who in the household took the trip.
Additional information was obtained concerning the number of nights
away from home and the number of nights spent in each state during
a trip.

The Truck Inventory and Use Survey is based on a stratified
probability sample of about 120,000 trucks selected from about 15
million registrations on file with motor vehicle departments in the
50 states and the District of Columbia. Further stratification is
made on the basis of size of state, and vehicle size. Sample list-
ings are prepared from the registry lists provided and the owners
are contacted and surveyed. Data reported includes physical char-
acteristics of the vehicle, its use as a truck (for hire, personal,
etc.), total vehicle miles travelled, geographic area of operation,
and fleet information.

The Commodity Transportation Survey obtains commodity flow data

by Transportation Commodity Code (which measures the transportation



and geographic distribution of commodities shipped by manufacturing
establishments in the U.S.). A two-stage probability sample is
used to collect data. 1In the first stage some 13,000 plants are
sampled and classified into 86 shipper classes. In the second
stage, 100 to 200 of the bills-of-lading on file at the plants are
sampled. The data collected includes specific facts about the com-
modity: origin, destination, commodity code, weight, means of
transport, and the production area of surveyed plant.

5.3.3 Products

The data files of the three surveys discussed above are avail-
able from the U.S. Bureau of the Census for the surveys conducted
in 1967 and 1972. In addition, the following hard cover summaries
are available:

a) National Travel Survey - 1957, 1963, 1967 and 1972
b) Truck Inventory and Use Survey - 1963, 1967 and 1972

c) Commodity Transportation Survey - 1963, 1967 and 1972

5.3.4 Future

The methodology used in designing and executing these three
major surveys has been continually refined and updated with each
census. Comparability of data elements to permit trend analysis
has nevertheless been maintained. It is expected that the 1977
census will see both continued improvements in the statistical
methodology used and larger samples to yield more reliable esti-
mates.

5.4 JOURNEY-TO-WORK SUPPLEMENT TO THE ANNUAL HOUSING SURVEY

5.4.1 Background

The objective of the Annual Housing Survey (AHS), which is
conducted by the Bureau of the Census for the Department of Housing
and Urban Development (HUD), is to provide a current and ongoing
series of data on selected housing and demographic characteristics.
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This survey was jointly planned by the Census Bureau and HUD in
response to a need for frequent and up-to-date data on U.S. housing,
considered a prime indicator of the Nation's economic health. View-
ing this survey as an excellent vehicle to update the Department of
Transportation information on the "Journey-to-Work", DOT joined the
Census and HUD effort in 1974. Within DOT, a joint effort is spon-
sored by OST (TPI), FHWA and UMTA. An improved set of questions on
the commuting habits of the household head was developed and in-
corporated into the survey.

5.4.2 Raw Data of the Journey-to-Work (J-T-W) Supplement

The AHS consists of both a national sample and an urban
(Standard Metropolitan Statistical Area) sample. The national sam-
ple is comprised of 76,000 households, with oversampling in rural
areas. The national sample is surveyed every two years.

In addition, an independent sample of households in 60 SMSA's
is conducted. This 60 SMSA sample is divided into panels of about
20 SMSA's each, with one panel surveyed every 3 years on a rotating
basis. Each panel consists of 4 very large SMSA's with a sample of
15,000 housing units selected in each, and 16 other (large) SMSA's
with a sample of 5,000 households in each.

The pertinent socio-economic data gathered in the survey in-
cludes household income, household size, age, race and sex of house-
hold head; type of structure and property value; availability of
telephone; and availability of garage, etc. The journey-to-work
component which was developed by the DOT includes the following
elements, for the household head:

a) Mode used to commute to work
b) Use of a car for the work trip
c) Number of people in the car

d) Destination of work trip

e) Total trip time

f) Trip distance (one way)
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g) Change of mode during last year
h) Satisfaction with means of transportation to work

The first panel on the urban sample (Panel I) was done prior
to DOT's participation and does not contain this improved J-T-W
section. The second panel on the urban sample (Panel II) was begun
in March of 1975 and will soon be completed. The first national
sample involving DOT participation began in the fall of 1975 and
will be completed in early 1976.

5.4.3 Products of Journey-to-Work Supplement

Tabulations have been produced for the earlier version of
journey-to-work questions which were asked of Panel I, prior to
DOT's involvement. This information, however, is open-ended in
that it does not include the destination of trips and modal shift
data. Thus, its use in urban research and planning is rather
limited. A report on Panel II and the national sample will soon
be available as this work incorporating the improved data elements
is completed. The reports will summarize the pertinent findings in
27 tables which have been outlined by the participating DOT organi-
zations.

5.4.4 TFuture

Planning is currently underway for the Department's participé-
tion in Panel III, as well as the next national sample (to take
place in 1977). Also the feasibility of broader involvement by DOT
(such as the addition of non-work trips, etc.) is being assessed.
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APPENDIX A - DEFINITIONS

A.1 DATA ADMINISTRATOR

A.1.1. Position Summary

The position of Data Administrator is established with re-
sponsibility for defining content, structure and research strate-
gies of transportation-related data bases. The incumbent is
responsible for maintaining updated documentation that will provide
easy access to specific elements of data. Some of the incumbent's
functions are directly related to data base effectiveness, control,
and toward the creation of an overall data base environment.

A.1.2 Principal Duties and Responsibilities

Working as a specialist in data administration, the incumbent
will establish standards of data collection and data base documen-
tation. In order that the division's data and its use might be
defined in a complete and consistent manner, incumbent will assist
the Chief, Information Management Branch, in creating a standard
methodology of collecting and describing all of the Department's
national transportation data bases, and with data bases of Federal
agencies of mutual benefit. The incumbent works with other members
of the staff in maintaining the integrity and security of data
gathered by the division and acts as a consultant in data base
usage and methods of accessing data. Further, the incumbent will
be responsible for reviewing data base performance and may be
required to recommend modifying access capability and/or data
structures to satisfy changing requirements of the transportation
community.

Working with the Chief, Information Management Branch, in-
cumbent designs transportation data programs, definitions, require-
ments and specifications for development of data systems through
outside contractors, interagency agreements or other cooperative
managements, assists in the preparation and maintenance of the



master development plan on an annual basis and provides standards
for an overview of the entire data spectrum.

A.1.3 Supervisory Controls

The incumbent is dependent on his own professional knowledge
for formulating and carrying through his programs and has technical
responsibility for defining content, structure and documentation of
data bases. By its.nature, work is such that it cannot be reviewed
in detail and the Branch Chief must rely heavily on the incumbent's
technical judgement and experience.

A.1.4 Selective Factors

The selective factors which are germane to this position are
grouped into three mandatory elements and several additional
desirable elements. (See CSC Form 972)

a) Mandatory Factors

1. Experience in immediate accessed time sharing
systems

2. Experience in administrating the data for at least
one data base management

b) Desirable Factors

1. Fortran programming language

2. Experience with PDP-10 and/or compatible computer
3. Scientific oriented applications

4, Business oriented applications

5. Applications programming experience

The availability of computer software for applications in the
solution of many computer problems involving large data sets has
created the need for a person versed in data base creation and
manipulation from an administration viewpoint.

The recent acquisition of TSC of a highly-interactive data



management system (System 1022) for use on the PDP-10 computer has
shifted computer processing at TSC away from highly technical pro-
gramming and towards a user-oriented computer environment. Knowl-
edge of how to create and access large transportation data bases
and how to manipulate these data bases via many different available
systems is the key to successful use of machine readable informa-
tion in this environment.

Experience with the several commercially available Data Base
Management and computer systems is desirable, as TSC has available
to it all of the major systems in current use. Also the ability
to distinguish which system is more efficient for a given task is
invaluable to any computer application. Prior experience in data
administration is a requirement.

A.2 DATA VERSUS INFORMATION

The purpose of this section is to examine and discuss the
relationship between information and data and the process through
which knowledge is communicated.

Communication includes all procedures by which one mind
affects another. This involves not only written and oral speech,
but also music, art and theatre. The word "communication' is
derived from the Latin communis, meaning common. In communicating,
one tries to establish a commonalty with someone else. Communica-
tion involves the sharing of experience with others through formal
or informal languages or through signs and symbols. Therefore,
when communication takes place, a transference of meaning, or
knowledge, occurs.

Information is knowledge, intelligence, facts, or data which
can be used, transferred, or communicated. Information has several
basic qualities: existence, availability, language or a recogniz-
able representation, and meaning. Information is that which adds
to, changes, or repeats a representation of what is known or
believed to be known. Information is a human product and, there-
fore, is subjective at least to the extent that it is constructed
by human representational techniques and artifacts. Information
for use by decision-makers derive from many sources, including
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previous knowledge (conjectures reasoned to be valid), intelli-
gence, political or psychological mood, and, last but not least,
the synthesis of quantitative data.

Data elements concern those pieces of information that are
presented as having an objective reality; for example, a particular
automobile that might be described by class characteristics (an
abstraction), or by its unique chassis number. The data elements
possess the quality of being actual, can be observed and, most
important, measured either qualitatively or quantitatively. Through
the assembly of many data elements, the basis for synthesis is
formed.

Synthesis is simply the process of combining parts or elements
(data) so as to form a whole, thereby providing for the dialectic
combination of thesis and antithesis into a higher stage of truth.
The foundation of this process is deductive reasoning, the basis
of mathematics. The process itself starts with a simple review of
the observations (data) and proceeds to orders of complexity
limited basically by the quantity and quality of the elements (data)
available for application; or, to put it more commonly: ''garbage
in yields garbage out." The result of the synthesis process is omne
type of information.

Thus, research uses the methods of synthesis to combine data
and create information. The information is communicated to inter-
ested parties who determine the truth or knowledge gained from the
information. The subjective approval, or disapproval, of the
information modifies the data collection process and the synthesis
means to increase the quality and to continue the development of
new information.

All of the analysts in DOT are engaged in synthesis with
little attention given to the management of the data they use.
These data can be judged by six parameters:

a) Quantity - measured by the number of documents, pages,
words, characters, bits

b) Content - meaning or definition of the data



€) Quality - that which characterizes the completeness,
accuracy, relevance, and timeliness of the data

d) Life - total span of time in which value can be derived
from the data

e) Structure - format or organization of the data and the
logical relationships between elements

f) Language - the symbols, alphabets, codes, and syntax
used to express the data.

The process called the management of data, and the work of
statisticans and data base administrators, focuses on dealing with
these parameters effectively.
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APPENDIX B. THE DOT INFORMATION PROGRAM - AN HISTORICAL
AND LEGAL PERSPECTIVE

Transportation data is as old as the nation itself. Elements
of the Coast Guard assisting in the development of commerce early
in the nation's history participated in the reporting of movements
of vessels in and about our shorelines. Much later, with the
founding of the Bureau of Public Roads and the Civil Aeronautics
Administration, additional transportation elements began collecting

and assembling data for the purpose of gaining an insight into their

own activities. As the transportation elements grew and the like-
lihood of consolidating them under one roof (like the DOT) began to
materialize again in the late 1950's and early 60's* the need for

a basis to correct the widely recognized deficiencies in existing
transportation information was noted by the Congress and others.

For example, in 1959 the Subcommittee on Census and Govern-
ment statistics of the Committee on Post Office and Civil Service
of the House of Representatives characterized the general area of
transportation statistics as: '"One of the most poorly organized
of the Federal statistical fields."

In 1960, a special panel of experts in a National Academy
of Sciences-National Research Council Study** of transportation
research developed a set of criteria for the purpose of evaluating
the adequacy of current transportation data, as follows:

"Are available data sufficient to describe the perform-
ance of the various transportation activities?

Are they sufficient to enable one to understand the
interrelations of the various transport modes with
each other, with the economy as a whole, including

its international component, and with various regional
and industrial sectors of the economy?

*A single transportation department was proposed as far back as
1874.

**Conference on Transporation Research, Woods Hole, Massachusetts,
August 1960, Publication 840.
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Are they adequate to allow understanding of the effects
of transportation upon individual welfare, and the
character of rural, urban, and metropolitan life?

Are they adequate to allow an informed assessment of
the nature of developments in the transport field of
their effects on each of the above mentioned areas?

Are they adequate to permit the formulation and valida-
tion of hypotheses which seek to explain the transport
operations as a system phenomenon within a socio-
economic framework?

Are they adequate to allow for timely and effective
planning for defense needs?

Is the data collection system capable of providing
information responsive to current and anticipated
needs in a timely and efficient manner?"

It was concluded that in important respects, '"the data now
available are inadequate' to answer any of the above questions
affiramatively. The National Academy of Sciences (National Research
Council's) panel of experts further concluded that:

", . . (transportation) information is not adequate
for scientific examination of the transportation system
as a whole, nor its relationships to vital economic,
social, political, and defense questions. Without such
information it is difficult to identify important prob-
lems and promising methods for solution. . . The
present aggregation of organizations collecting transport
data does not now provide the information required for
the satisfactory understanding of the transportation
system as a whole and its ramifying effects.™

In 1962, the Committee on Post Office and Civil Service of
the House of Representatives in a report entitled "Improving
Federal Transportation Statistics' declared:

", . . since there is no Federal agency or even a
clearinghouse to fit together the many pieces of trans-
portation and travel information, this fragmentary
approach has resulted in duplication and excessive
trivia in some systems and complete gaps in others.

At present, no one can begin to define the statistical

dimension of the transportation universe."

The Committee report identified three major deficiencies in then

available transportation information:



"], It does not cover all commercial transpor-
tation -- the principal major gaps are in the intra-
state motor carriers and the exempt for-hire and
private motor carriage, but there are serious statis-
tical gaps in other modes, also.

2. It does not provide a comprehensive picture.
The available data cannot be brought together into a
meaningful evaluation of total freight and passenger
movement in this country.

3. It does not present significant detail on
the movement of passengers and freight, either nation-
ally or in the geographic regions."

In 1965, the Secretary of Commerce in Congressional hearings#*

stated in regard to a proposed program for the improvement of

transportation statistics:

The Committee report stated elsewhere:

", . . it is a truism that no overall national
transportation policy can be intelligently developed
until a meaningful body of facts is assembled, nor
would one expect the uncoordinated and highly com-
petitive segments of the industry to work together
voluntarily to fill the statistical voids which, in
fact, handicap the entire industry."

", . . it is necessary to acquire knowledge of
present transportation patterns and preferences in
order to predict future transportation needs and to
ascertain the most efficient ways of meeting them.

A fundamental requirement in any effort to develop an
efficient and productive national transportation
system is that the needs of travelers and shippers
must be defined and measured. Reason dictates that
these tasks must be approached before the Government
or private investors commit large amounts of capital.

Presently, seven Federal agencies carry on major
transportation data collection programs. A number of
other agencies collect transportation statistics in
some form. These programs are conducted largely to
fulfill the regulatory or operating missions of col-
lecting organizations. It is not suggested that they
be replaced or duplicated. It should be recognized
however, that in their present form these programs do
not meet the requirements of a large number of users,
especially those charged with responsibility for public
investment policy."

*House Report 89-17, House Committee on Interstate and Foreign
Commerce, Sub-Committee on Transportation and Aeronautics, 89th
Congress, 1lst Session, Commerce Department Research - H.R.5863,
June 30, 1965 and Senate Report 89-22, Senate Committee on Commerce
Commerce, Sub-Committee on Surface Transportation, 89th Congress,
1st Session, High Speed Ground Transportation, S. 1588, June

1965.
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In connection with these Congressional hearings, the Secretary
of Commerce submitted extensive written testimony on a National
Transportation Statistics Program which included the following
statements:

". . . The problem under consideration (the transporta-
tion information problem) is of a magnitude and com-
plexity such that a considerable expenditure of effort
for a number of years will be required to bring about
needed improvements.

", . . The Federal Government spends billions of dollars
annually in the transportation field. At the present
time information on which rational expenditure decisions
can be cased is frequently inadequate. To begin data
collection anew each time a study is required is waste-
ful both of time and money. To make major expenditures
without adequate study can lead to errors costing
millions of dollars. Improperly located highways or
airports without adequate ground access may be considered
examples. Relatively small expenditures on systematic-
ally organized and current information can help precent
such errors.

""No one should think that the development of a useful
operational national transportation statistics program
is an easy task or one of short duration. Above all,
it must be the objective of such a program to move
away from data collection activities that are narrowly
oriented to the needs of individual organizations and
that have as their end the production of tabular
materials and reports of limited usefulness. An
effective program should serve the needs of as many
agencies and institutions as possible, with the users'’
needs being the major determinant of content and of
organization."

With the establishment of the Department of Transportation in

October, 1966, the Secretary received authorization to engage in
data gathering and statistical activities as follows:

Under Section 4 of the High Speed Ground Transportation Act,
1965, the Secretary of Commerce was authorized to:

", . . collect and collate transportation data,
statistics, and other information which he determines
will contribute to the improvement of the national
transportation system. In carrying out this activity,
the Secretary shall utilize the data, statistics, and
other information available from Federal agencies and
other sources to the greatest practicable extent.

This data, statistics, and other information shall be
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made available to other Federal agencies and to the
public insofar as practicable." (PL 89-220, Sec. 4).

Under the Department of Transportation Act, 1966, this legis-
lative authority pertaining to transportation information (con-
tained in Section 4 of the High Speed Ground Transportation Act)
was transferred from the secretary of Commerce and vested in the

Secretary of Transportation.

Also under the Department of Transportation Act the Secretary

of Transportation was charged with the responsibility to:
. . . promote and undertake development, collec-

tion, and dissemination of technological, statistical,

economic, and other information relevant to domestic

and international transportation. . ." (PL 89-670,

Sec. 4 (a)).

These two legislative provisions provide the Department with
a broad statutory basis for the planning and the development of

transportation information programs.

To carry out its statutory mandate, the Department estab-
lished and maintained a separate transportation information planning
office to provide the requisite leadership on behalf of the Depart-
ment in the planning, development and implementation of transporta-
tion information programs. This office, known as the Office of
Transportation Information Planning, was established within the
Office of the Secretary when the Department was formed in April
1967. A predecessor office to the Office of Transportation Infor-
mation Planning was established in April 1966, by the Secretary of
Commerce to develop and implement a national transportation infor-
mation program pursuant to the authority provided under Section 4
of the High Speed Ground Transportation Act, 1965. The staff and
unexpended balances of funds were transferred from this office to
the new office created by the Secretary of Transportation.

Initially, the Office of Transportation Information Planning
was located within the Office of the Assistant Secretary for
Research and Technology. In September, 1968, the Secretary trans-
ferred the responsibility for the transportation information func-
tions from the Assistant Secretary for Research and Technology to

B-5




the Assistant Secretary for Policy Development and, accordingly,
the Office of Transportation Information Planning was transferred
to the Office of the Assistant Secretary for Policy Development.

In February, 1969, the Offices of the Assistant Secretary
for Policy Development and the Assistant Secretary for Internation-
al Affairs and Special Programs were combined into the Office of
the Assistant Secretary for Policy and International Affairs. The
Office of Transportation Information was then located in the Office
of the Assistant Secretary of Policy and International Affairs. By
September 1969 hearings, the Office was a Division in the Office of
Systems Requirements, Plans and Information.

The House Committee on Appropriations requested in their
report on the Department of Transportation Appropriation Bill,
1969, a report outlining in specific terms the Department's future
plans in the field of transportation information, including the
estimated funding and manpower required to carry out these plans.
In the hearings, the comment on the Department's transportation
information planning activities was as follows:

"TRANSPORTATION INFORMATION PLANNING . . . .

No new funds are requested for Transportation Information
Planning in Fiscal 1969. The program has progressed
slowly and is to be carried on with unobligated funds
from fiscal year 1968. Last year, the Committee called
on the Department to 'develop a more coherent and effec-
tive assignment of the responsibilities within the
Office of the Secretary and among the administrations
for Transportation Information and statistics functions.
There is no evidence that this has been done. The
statutory basis for this program is broad in scope,
relating to a wide range of statistical and other data
collection activities concerning all aspects of trans-
portation. The Committee requests that the Department
present a report by January 1, 1969, outlining in
specific terms what its future plans are in this field,
including the estimated funding and manpower required

to carry them out."

On May 29, 1969, Secretary John Volpe delivered to the
Honorable Edward P. Boland, Chairman Subcommittee on Department of

Transportation Appropriation, the report pursuant to the request
contained in House Report 1596, June 27, 1968.



The first opportunity to discuss the report with the commit-
tee occurred during the fiscal year 1970 appropriations hearings
on September 25, 1969. Testimony given by the Honorable Paul
Cherrington, Assistant Secretary of Policy and International
Affairs, during those hearings is presented in the excerpts from
the published proceedings included below:

Starting with Mr. Cherrington -

This chart covers the structure of our policy and planning research
program but on a little dificrent basis, These are {he typieal places -
where we get our data~-us you know, we are requesting a considerable
amount of money for a datn program in this aren—uthe classes of in-
formation used in policy and planning analyses, and again leading
hopefully to policies and plans.,

Finally, breaking this box down here into its components; in 1970
this shows the various types of research eetivity, and here on the chart
are the particular studies underway which I liave already outlined in
specific terms.

- TRANSPORTATION INFORMATION PROGRAM

I have also several charts on our transportation infermation pro-
gram. This program involves goods moveinent data, personnel travel
data, information on facilities, and it will also include improved meth-
odology for gathering data.

Mr. Boraxn. You are asking for about €2 million in this area ?

Mr. CireeiNgroy. Yes. T'hat, as you know, is the first instailment on
this fairly extensive program ihat was sent down to you in the red
book entitled “Transportation Information. u Report to the Committee
on Appropriations, 11.8. 1louse of Repre-entatives, May 1969,

Mr. Bor.axp. What do you anticipate will be the final cost ?

Mr. Currixerox. The final cost was exlimated over a d-year period
at $36 million. Thereafter it would take roughly §6.5 million to main-
tain the data system per year.

TRANSUPORTATION INFORMATION PLAN NING

Mr. Boraxr. Place justification pages TR-12 through TR-15 in the
record at this “»oint.
(The pages follow:)

A. Transportation information $2, 000

The programs in this catemory are desicned to produce the trans-
portation data hase required for objective and informed rlanning
@nd pelicy formulation by Govemnment Snd Industry. Ewmphasis is
placed on providing the Department with consistent, comprynivnsive
data on mss-bper and freight movetnents, transportation facilities
and trancportation systems,

1. Goods movemen: data.___.. 650
7 .

4

Origin and destination data will be kathered on major inter-urban

movewents of gaods. Also, juformation will be collected which wiil

indieate the convnacdiy carried, as well as he weigh, size, value, gis-

tnnea, timee, frejcht revenue, equipment and type, By gatherieg this

duta on tnick, rail and ajr modes, we will wltein the basie intorina-

tioa necessury for further rescarch fnto ternsporintion SYSCIm pe-

Guitement-, Also methods of eblalming daia on yoods movenent In

urlan ares, s il be studied. This progziam will contaln (he folivsing

specitic prijcers:

(a) Urlan goods movement dats methods. ________________ 100
Under this profect researgh will b perfonined ou methods of

ohtaining data on gnods movement in urban greas,

———
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(d) Interurban goods movement Aata—treKe oo ceacoooccnaceaan 300
Data for this project, which was an outgrowth of work ini-
tinted in fiscit]l year JOGS, will be abtained by combiing existing
moter freight conference duta, a sample of truck license plates
and o sainple of truck shippers.

(e) Interushan goods wovement data—ratl . e 200
< VUnder this prajeet, initiated in fiseal year 190G, data will he.
obtained by combining a sampling of rail wayhills aud & sample
of rail sluppers.

(d)' Interurban goods movement data—air_. 50

Funding for th)s jreject, commenceing fu fiscal year 1670, will

provide for initial rescarch on sampling methods. 1t is antici-

pated that data will be obtained from air fyeight bills and oir
shippers. .
2, Person travel data_ s $700

Information on travel by individunls by all modes will be gathered
which will include data on trip length, trip frequency, purpose, travel
time, travel eosL, vacation cost, plice of residence, income, family size
automohile availability, mode n=ed and an evaluation of transporta-
tion service available. These data will be obtained for various na-
tional and interurban travel patterns. Such information will permit
us to assess the efficiency and adegnacey of service in the country as a
whole as well ax in selected regions and between selected cities. This
will help make if possible to recommend slterations to improve the
transportation system based on souwd statisiieal information, Also
improvement of methods of ohtaining personal travel data for urhan
arens will be explored. The prejects in this program are &s follows:
(a) Urhan person tedvel data MethodS oo e F 100
This project provides for study to develop improved utethods
of ohtaining datn on person travel in urban areas.
(b) Interurban person travel data~—all modes pationaloooceeoc——o 500
Under this project, travel data will be obtained from a-national
sample of approximately 10,600 houscholds.
(¢) Interurban person truvel data—air - 100

This project provides for initial data on travel by nonscheduled .
carriers and general aviation, and for initial studies of a natiomal
program for obtaining airport acvess data.

" 3. Transportation facilities data methods

E

N, 7

Initial research and davelepment will be commencad to tmnrose the
methods of obtaining and recording comparable data on transporta- .
tion facilities networks, inclnding highwags, bus routes, trucking, sub-
waysg, commuter rail, freight rail, airporis, seaports, bus, rail, and
other terminal and transfer facilitiex. Methods of interrelating facili-
ties data geographically (nrban, interurban and international) and
across modes will be developed. Data itemns to be considered will in-
clude travel time, delay time, waiting time, travel costs, capacity,
traflic volume, schedules, and accident experience on a link-node basis.

This program s divided into the fellowing projects.
(¢) Urban transportation facilities data methodS o cceccmaeeeee 100
This project, focnsing vesearch into metheds of obtaining data
on urban facilities, will be initiated in fiscal year 1970,
(b) Interurban transporintion fucilities data—highwWa¥cmmeace -~ 100 .
This project provides for initial research on methadology for
data collection on the interurban highway network including ac-
cident experience, year built, and location for each link of seg-
ment in the network. Research will focus on methads by which
data are mapped and checked state by state and then converted to
machine-readable form by seminutomated methods, including co- .
ordinate readers. .
(¢) Interurban transportation facilities data—raile oo en e 100

Initial research on methodology will be commenced to develop
a data base on the interurban rail network, including schedules,
accident experience, and year built for each link or segment in
the network. Research will focus on such methods as those by
which data are mapped and checked railroad by railroad and then
converted to machine-readable form by sewiantomatie methods,
jnelnding conrdinate readers.

4. Systems design and development._. 350
This provides for the overall design of the transportation data in-
formation system incluling data base, data buse management, hard-
ware, software, use of geo-coding and commodity coding systems.

(a) Data systems deslgn. 100
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This will provide a framework for the Department's transpor-
tation data systens, The fiseal year 1970 funding; provides for
design, Development will be started in fixeal year 1971, .

(V) Geocoding and commaodity codin- WSteIMIS o 250

These are systems for converting ‘iverse locations such as street:
addresses, intersections, and rural acations, to ceordinutes; nnd
commodity codes to commeon form vhich can be fed into a com-
puter. These systems will permit Laterrelating data by achine
and autor:atic graphic display.

The geocoding system will Le realized hy supporting and ex-
panding the system the Bureau of the Census in developing for
the 1970 Census of Populutien and Housing, The commodity cod-
ing system will he realize@ by first assigning standard transpor-
tation commeadity endes to all national motor freight classification
codes, then repeating for codes used by other modes, The amount
requested for funding for fiscal year 1950 provides for Lhis re-
search phase as well as partial development work.

Mr. Boranp. There is €2 million in the research appropriation re-
quest for transportation information studies. How much was obligated
for this program in 1969 and 1968 ? |

Mr. Cirerixgrox. In fiscal year 1968 §401,000 was obligated for
contract research and approximately £150,000 for administrative ox-
penses for the transportation information planning program. In fis-
cal year 1969 $346,000 was obligated for contract research and ap-
proximately $150,000 for administrative expenses. Additionally in
fiscal year 1969 considerable work was done on the interurban rail
and motor freight data projects. These will be under contract short-
Iy and'will obligate about $500,000.

My, Bowadab. Wik confracts weie let und for what puipose i
1969 for this program?

Mr. CiEriverox. Contracts totaling 876,000 were lot for assistance
in the development of the 5-year transportation information programn
that i§ escribed in the report entitled “T'ransportation information.”
This is the report. that was prepared at the commitrec’s request and
that was submitted'tothe committee in May 1969.

A total of $60,000 was awarded in confiacts to stuldy and dingram
the movements of people and goods in the tra nsportation system. These
studies provide us with a better understanding of the kinds of in-
formation that should be obtained and the kinds of measurements
that should B& provided for in our transportation information pro-
grams. An agreemen( was completed with the Bureau of the Census
for the Department’s participation in a study of the use of cen-
sus datn. The Department cooperated with soveral ofher Federal,
State, and local agencies in this project and the cost to the Depart-
ment in fiseal 1969 was 75,000,

‘A contract for £85.000 was let to obtain data on the attitudes of
penple to the present transportation system and data on their views
of altethafive proposals for improvement. of the present system;
§50,000 was spent on the purchase of census data for urban areas.

Mr. Bovaxn, Describe the kinds of information that were obtained
from these studies?

Mr. Ciemixerox. In our studies to develop the Department’s 5-year
transportation information program, information was obtained on
existing transportation statistical programs, deficiencies and gaps in
these programs, and eritical transportation information requirements
for Government and industry.
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The studies and diagrams of persons and goods moving through the
transportation system concentrated on typical situations, such as a
jefuney from home to work, or a trip from Washington, D.C, to
\Vow Yok, These studies provided informatiol on points ab which
probilems are encountered and at which measurements should be taken
for ellective analysis of these problems.

Our participation in the census use study has contributed to effect-
ing imrrovements in the 1970 census, such as in the area of journey
to work data. Also it has led to the development of powerful data
handling tools, such as a national computer-based geo-coding sys-
tem for all urban areas,

Trom the rail freight data project origin-destination data will be
obtained on major interurban goods movements by rail for the years
1969 and 1967. The data include commodity carried, weight, distance,
time in transit, freight revenue, cquipment type and so on. From
the motor freight data project we are expeeting to obtajn similar in-
formation on goods movement by trucks for the years' 1969 and
1968.

Mr. Boraxp. ITow will this information help the Department of
Transportation make better transportation policy? .

Mr. Crrrixerox. Information obtained in connection with the de-
velopment of the transportation information program has helped the
Department formulate the critical data neceds for transportation plan-*
ning and policy development for the Department, industry; and other
Government agencies at national, State, and local levels.

Tho census uso study has Jed to improvements in 1970 census data
an? will help govererent. end inductry atall levels, nartionlarly at the
urban level, to male better use of 1970 census data. Data from the 1970.
census will be widely used in the development of urban transportation
policies for ertimating transportation needs, and for estimating prob-
able social and economic impacts of proposed future transportation
facilitics. -

Information on rail and motor freight movements will help in the
development of policies on Government and private investment in
transportation facilities and equipment, and in the development of pol-
icies on user charges, trust funds, regulatory reforr, technology, and
safety.

TRANSPORTATION INFORMATION REPORT

Mr. Boraxp. You submitted a report to this committee in May 1969
in response to our request on the transportation information program.
That report sets forth a 6-year program totaling £35.6 million includ-
ing the $2 million in the 1970 budget. Briefly tell the committee what
purgose this progran will serve, how it will be conducted, and how it
will improve transportation in the United States.

Mr. Ciremscgroy. The fundamental purpose of the transportation
information program is to provide critical information for cfiective
decisionmaking on major transportation matters, both in the public
and privata sectors. Without adequate information the chances of
making costly errorsare areatly increased.

The program will utilize¢ existing data sources to the maximum ex-
tent practicable. Whete existing sources are inadequate, new informa-
tion sources will be developed. Also research will be undertaken to de-
vizo and implement improved methods of data collection and
processing.
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Theo fransportation information progream will help to improve trans-
portation by making a much more cor lete analysis of planning and
policy issues possible. . i

This program will enable equipment manufacturers, carriers, ship-
pers, wnd Government. officials to make better forecasts of passenger
and fraight markets including modal and firm shares; hetter forecasts
of the pambers, sizes, and types of equipment needed : Letter forecasts
of transportation demand and of the locations and sizes of facilities
required to mecl the demand: by this T mean the requirements for
highways, airports and rail, water and pipeline facilities. This will
pennit better estimates of tha private and Government investment
necessary to finance the required facilities. There are many other areas
hl“dﬁuhthcinfonnannInngmnn\vﬂ]hdp{oinnnovutnumpoﬂaﬁon.

Mr. Bouaxp. Cite some specific programs in the Department that
will or might be affected by the resultsof this work.

Ir. Cuenixarox. The Information produced through this program
will benefit departmental programs at all levels. The Office of the Sce-
retary would have a much better basis for developing transportation
policies and programs to provide for a better coordinated and more
cflicient, national transportution system. Overall transportation plan.
ning with attention to intermodal problems could be more readily ac-
complished. We could also plan more effectively for meeting the re-
quirements created by military emergencies and natural disasters,

In the operating administrafions, the Federal Aviaf ion Administra-
tion would have a better basis to plan for future requircments in air
traflic control and navigation facilities. The Federal ITighway Ad-
ministrotion would have mreh hettar datn on Brpastant Hewe cuah
as the growth of intercity highway truck operations, intercity auto
travel patterns, and the highway access needs of ab and rail fermi-
nals. Tho Federal Railroad Administration would Tave freight flow
data, better passenger market data and industrial center growth data
for its policy and planning work.

Tho State and local governments that administer Federal-aid trans-
Jortation progrants would have nruch of the information required for
developing coordinated statewide and urban transportation plans and
policies. The newly emerging State departments of transporation
already see good data as an important. first requirement, Good duia
would makdait easier for these Government. agencies to cooriinate
their planning for urban mass transportation services, highway
facilitios, and sirport development.

1 could give you many more examples, but. the point is that this
brosram would be very ‘useful for many of the Departinent’s most
Smificant prograns, ’

Mr. Baraxn, Is it intended that all the work be done by contract or
Wil sne be dohe in-house as well: If the work will be Split. indicate
that portion which will be done in-house and that which will bedone
by contract in 1970, .

Blr.('ulnlquox.]&nﬂrnﬂyg the answer to your quedion is that
mest of the work provided for in the d-vear $50.6 willion prosram
vl W done by contracts wit), consnlting firms, universitics, nanprolit
“WP”““WHJWM'Wuﬁnmmmnswthnwwmnmuurﬂuh,ml\dwuh-
State, wnd Joval lovels, However, in-hguse stail leader-Bip and suppant
Mﬂ)molupmwdtuaMnMEmrthccmnmﬂsanduywmmmh:md
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provide the initiative essential to implement the transportation infor-
mation program. :

Mr. Bonasp. With regard to the items in the $2 million requested in
1970. Jlow much of this involves e collection of data not already
availuble and how much will simpi  bo collected together from other
public or private agencies? '

Mr. Cuzrixerox. Nearly all of tne internrban data projects in the
fisesl year 1970 program involve the collection of data not already
aviilable from other public or private agencies. These projects provide
for interurban goods movement. data for truck, rail and air, inter-
urban person travel data air and all nmodes, and interurban transpor-
tation facilities data for highway and rail. We ave hopeful that some
of the interwrban truck freight data can be developed by bringing
together data from the traflic studies conducted by the 12 or so motor
freizht rate conferences. This depends on the cooperation of the motor
freight conferences. -

It should De made clear that only some of the interurban data proj-
ects will yield data as a product of the fiscal year 1970 program;
namely, the rail and truek freight flow data projects and the survey of.
national travel by all modes. Fov the other interurbah data projects,
methods developed during the fiseal 1970, and the data will bs im-
plemeted in the following years. ’

The urban transportation data projects in the fiscal year 1970 pto-
gram are methodological. The purpose here is to assist urban transpor-
tation pianning agencies to obtain high-quality, relevant, continuing
data at low cost. Urban tranportation planning agencies spend about
€20 million annunlly in data collection and provessing. :

Mr. Boraxp. Cite some specific examples of benefits wwhich we can
anticipate if the $2 million you have requested for 1970 is appropiated.

Alr, CrerineTos. 'The inferurban goods movement and person travel
data will provide a basis for better analyses, fo:ecasts and decision-
making in the aveas of estimating potential fright and passenger
markets, purchases of new transporta: jon equipment, investment in
terminal modernization, determination of transportation demand,
estimation of facilities requirements and studies of public and private
financing needed to provide required facilitics. The interurban trans-
portation facilities data will be used similarly for better decizion-
making—particularly to defermine gaps between the capacities of
present facilities and the capacities required to satisfy estimated
future transportation demands.

Improvements in policies and planning aveas such as these will re-
sult in savings in_transportation expenditures. These expeditures
run into billions o{ dollars, , .

Mr. Boraxp. Once the information program gets set up, what will
b the annual cost of collecting the data—maintaining the system?
My, Crierixcrox. The annual cost of collecting the data—main-
taining tho system—will begin at about enc-half million dollars in
fiscal year 1971 and build up about 3614 million once the information
presvam is set up. This would be at the end of liseal 1975, according
to the Department’s report, when all component data systems in the
program would be operational.

Mr. Boraxp., What specific kinds of data not already available in

one form or another will be collected?



Mr. Carringron. The §-year transportation information program
contains some 30 projects. To answer your question, it would help if
wo regarded these projects ns divided into three groups. The first
group would consist of projects 1" at provide for collection of data
that has never been nationally avai ble on a regular basis. For exam-
ple, origin-destination data on int rurban and international parson
travel by all modes of transportat s, origin-destination data on in-
terurban {ruck, ruil, and air freight. 1 would say that there would
be aliout 10 projects in this group. N

The next group would consist of projects based on existing trans-
- portation data colleetion activitics, Mot of the existing transportation
dala sources involved enly partially mnect essential dat-. requureinents.
The program provides for improving these existing data activities by
filling gaps, expansion of coverage, methodologrical improvement and
most importantly by rendering the data from these activities com-
patible with other data developed from the progran. I would say that
there would be about 15 projects in this group.

The third gronp would consist of projects that do not aim to col-
lect data per se. 1t would include projects whose main purpose is to
provide for improvement of the methods used in urban data collec-
tion wlso the system design and development projects whose purpose
is to coordinate the program structure so that the data from each
of the separate projects are compatible, readily accessible, easy to use
and widely available.

Myr. Boraxp. Will the collection be done by your office or by other
parts of the Denartment? -

Mr. Currixeron. The responsibility for planning, research, design,
and initial detelopment of the transportation jnformation program
would be in my oflice. This is the work required to establish each
of the programs data projects on an operational basis. But for the

- products from the program.to be useful there 1 st be close working
partnerships thxoughout the planning, researel, and developnient
stages of each of the projects with the interested parties in incrlustry
and Government-data users, supplier:, and producers.

To achieve thess partnerships, working groups will be established.
One of their most important tacks would be to determine the collec-
tion agency:.for the ongoing data collection programs. In many cases -
it would be mest appropriate to establish the collection ageney in
some other parts of the Departinent. In other cases, it-may be more
appropriate to establish the collection agency entirely outside of the
Departiment. These matters can be hest decided on a case-by-case basis
as each project is undertaken, at the sume time giving proper atten-
tion to the overall efliciencies of these arrangements,

Tet me repéat, however, that it will be esential that the separate
collection efforts mesh to produce compatible data—to avoid thé frag-
mentation of our present inadequate transportation data activities.

This can only be done through strong coordination and leadership
from the Oftice of the Sccretary.

B-13



The following excerpts from testimony before the same House
Subcommittee on succeeding years illustrates the situation as it
moved from 1970 through the 1975 hearings.

On April 21, 1970, Mr. Richard J. Barber, Deputy Assistant
Secretary for Policy and International Affairs, gave the following
testimony:

TRANSPORTATION INFORMATION

Mr. Boraxp. On page 17, under transportation information, what
types of data do you plan to develop? Of what value will this data be
and what decisions will be made as a result of your having this
information? ’

Mr. Barser. You will recall thta last year in response to your re-
quest in the report of 2 years ago, as I recall, we submitted to the com-
mittee an elaborate transportation information program. That pro-
gram calls for the expenditure ovér 5 vears of something in excess
of $35 million. In fact, it calls for $2 million in fiscal 1970 and $7.4
million ir fieral 1071, - ,

This committee, following considerably the comments by Dr. Cher-
ington in the last hearing, cut the amount back for fiscal 1970 to some
$594,000, as I recall. .

Consistent, with this reduction and contraction in the efforts, we un-
dertook a very pragmatic reassessment of the overall effort, and con-
cluded that where we wanted to put our emphasis in 1970 and 1971
was on pulling together some of these very practical bits of trans-
portation information that now do not exist. We are focusing in three
areas—first, on railway bills and rail samples, trying to computerize
that information rather than relying'on the old hand process.

Second, we are moving into motor truck data, which do not exist
now in the United States, but which are vital to us and very important
to many of the transport industries.

Our third area, and we have just begun working with the CAB, is
to see what kind of information we can get particularly on air freight
movement. So, this is the direction in which we are moving, Mr.
Chairman. '

No other discussion bearing directly on transportation
information appears in the FY 1971 hearings.

On May 20, 1971, the Honorable James M. Beggs, Under Secre-
tary and Mr. Robert H. Binder, Deputy Assistant Secretary for
Policy and International Affairs provided the testimony as recorded

in the following published proceedings.
TRANSPORTATION INFORMATION

Mr. McFarrn. You indicate that you are planning to spend $350,060
to overcome the shorteomings of the 1967 Bureau of Census report
on Transportatien and Munufacturing. Is the Dureau of the Census
not doing a guod jeb? If the cencus is inadequate, shouldn’t they
correet it, rather than you?

Mr. Bizore. We are not faultin  the work that the Bureau of
Census doos, Lut we find in taking ueir basic work and applying it
to our needs, that certain additional information has to be added and
certain modifications end adjustments must be made, and-it is this
work we particnlarly have in mind.
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Mr. Beces. 11 I may add one comment. Mr. Chairman, we asked the
Census Burean in the 1970 census to gather additional data on journey
origin and destination to work into_one of the various samples that
they did. This is above and beyond what they normally do in this
consus work. It is parily to take cave of that additional data that we
want to do this.

Mr. McFarw. 'Ts there another census coming in 19727

Mr. Becas. Yes, sir. There is additional information that they are
gathering for us on transportation.

My, McFar. The question then arises, if they are going to do
another census in 1972, why do you nced to revise the 1967 census,
and will their new census have the same shortcomings as that of 19677

Mr. Beaes. There are two different things we are talking about here.

Mr. Bixper. Lot me answer the last one first. The 1972 census
will produce information in 1972 and thereafter, As I have indicated,
one of the principal works we are now addressing is a report which
will be transmitted to Congress in 1972. So in that sense, we cannot
avoid correcting the 1967 census or adding to that in an appropriate
way.

Mr. McFarr. Will the Department of Commerce have a better
census in 1972% .

Mr. Bixper. To the extent that the dialog betwien our staff itﬁﬁ
Commerce’s staff indicates to them that there are c! anges they could
appropriately make, I would be confident they would.

AUTOMATED DATA BASE STUDY

Mr. McFawr. With reference to the automated data base study, in
1971 your work under this heading was encoding rzil and regulated
trucking waybill statistics. Does this type of work duplicate cfforts
such as the 1967 census?

Mr. Bixper. No, sir; not to my knowledge. I think the particular
type of information we draw from the waybill studies is not the
same type of information which the census is collecting.

Mr. Beces. As a matter of fact, I think I am right here, the only
place where there is any sampling of waybills is a very small sample
that the ICC has been taking. The accuracy of their sample, I think,
1s open to question,

Mr. McFaLL. Ave you going to-use this work for anything produe-
tive, or are you just coilecting aata on everything in greneral?

Mr. Bixper. In a real sense the Information Division of our Office
of Systems Planning is a resource, so you cannot say in advance that
everything that they are collecting will have a known application. But
in another real sense we find that the basic data which is being col-
lected and stored in this division is being drawn upon both for the
1972 needs study, our Northeast Corridor report. and the regulatory
work which goes on in other divisions of our Policy Office.

On April 13, 1972, Mr. Robert H. Binder, Deputy Assistant
Secretary for Policy and International Affairs, and Dr. Irwin P.
Halpern, Deputy Assistant Secretary for Policy and International
Affairs gave rather extensive testimony on transportation informa-
tion, as indicated in the published proceedings, following:



TRANEPORTATION INFORMATION

Mr. CoxTE. What are the notable gaps in personal travel measure-
ments you hope to fill this year under the Transportation information
activity?

Dr. Hatrerx. Major gaps in personal travel measurements to be
filled this year are those of intercity rail and bus passenger activity
levels. There are currently ne comprehensive data on the level of travel
activity served by these modes. These nrograms will be designed in
form and content to complement the air passenger O-D program of
the Civil Acronautics Board. Together these survey programs will con-
stitute a full description of passenger movement by intercity carrier
modes. That it, between any two given cities the total account of com-
mercial carrier travel and4he proportions attained by cach mode will
be known for the first time.

There are remaining major gaps, notably in personal anto transpor-
tation, and in personal travel demand characteristics, by all modes, into
which we will only be able to make small inroads in this fiscal year.

TRANSPORTATION INFORMATION PUBLICATIONS

Mr. CoxTE. Please elaborate on the exiensive publications activity
you are anticipating next vear under this program.

Dr. Harrerx. We feel that the greatest return on the investment
made in transportation information will accrue from getting the infor-
mation out to the users. This includes shippers. earriers, transportation
equipment manufacturers, State and local governments. as well as the
Department “tself. The demand for our information products has been
far greater than we expected.

In the remainder of this fiscal year. we expect to produce five major

. data reports. On the basis of our recent experience. we would expect
the demand for them to be high. For example, a recent publication,
which we saw as a signifieant reference document in the area of trans-
portation geographic identification systems serving a limited set of
users, has received overwhelming response. Over 300 requests for it
have been received in the 2 weeks since its release. Requests came from
universities, other Government agencies. air carriers, transportation
associations, all modes, manufacturers, financial services, planning
authorities. and other allied interests.

Present supplies of the document have already been exhausted.
Future runs will be sold through the GP?Q. We have been reluctant in
the beginning stages of the program to put stringent changes on docu-
ments which would impede getting them to the pnblic. We have an
automated mailing list system in the final stages of development which
will insure getting the right documents to the right users.

Costs of publication have been minimal thus far, both in actual
dollars and as a percentage of project costs. Publication costs have
not exceeded 3 to 5 pereent of any project to date. With total expendi-
tures for the year estimated at less than £15,000, it can be expected that
in the coming fiscal year, even with nominal charges placed on our

. products, which include computer tapes and special tabulations, as well

as regular reports, that a significant amount of money will be returned
to Treasury.
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TRANSI'ORTATION STATISTICS HANDBOOK |

Mr. Cox7. How many years do yon expect the development of the
Transportation Statistics Handbook to take?

Dr. ILarreeex. A first version of t+~ handbook will be available in late
April 1972, with a revised version > be published November 1, 1972.
Thereafter, an updated version is tc be published in November of each
year. The Transportation Statistic: Handbook must be viewed as an
open-ended. continuing activity in which it is our expectation to add
improved information as such becomes available.

INTERACTIVE STATISTICAL SYSTEM

Mr. Coxte. How far along is the interactive system development
program?

Dr. Haveriy. Only design development work has been begun on the
interactive slatistical system to date. However. the major data com-
ponents of the system have already been developed as part of the statis-
tical handbook. Also. the major computer effort will depend heavily on
previously developed, federally owned software syslems. These sys-
tems are presently being evaluated and tested. 5

The major eftort in fiscal vear 1973, then, will be a molding of the
extant data base and software. Xn operative system should be in place
by mid-fiscal year 1973.

NATIONAL TRAVEL SURVEY

Mr. CoxTE. When is the national travel survey for 1972 scheduled
to begin? .

Dr. Haveers. The national travel survey in its present form is to
begin on schedule, late in calendar 1972, However. discussions ave cur-

" rently underway between senior staff in the Burean of the Census and
the Departinent of Transportation that are intend:d to lead to exten-
sive changes—for example. increased sample size, oroader geographic
coverage, greater frequency—in the survey. Whila the effect of this
information division program on the 1072 travel survey will not vet be
a major one, it should be noted that the 1972 sample size will be
double that used in previous national travel survevs. Morcover, the
national travel survey has now been included in the list of surveys
that can be conducted on an annual basts. :

As indicated earlier. the national travel survev has the potential
for being the single most important source of household-based informa-
tion about non-intraurban travel, an invaluable base for forecasting
the demand for travel by mode. evaluating Amtrak performance, and
similar analytic purposes. The current discussions between DOT and
the Census ave expeeted to lead to a survey design that will not only
produce data valuable for these purposes, but also to the large number
of non-Federal users of such statistics.

NATIONAL SHIPPER SURVEY

Mr. Conte. By how much do you plan to expand the total number
of observations made in connection with the national shipper survey?

Dr. Harrery. The exact extent of the expansion is currently one
of the subjects of the technical discussions hetween DOT and the
Census.. Sampling experts at the Bureau of the Census are seeking to
determine the number of observations required for analysis of. at the
very least, State to State eommeodity movements by six to 10 com-
madity classes, as well as the sample size required for more fine-grained
tetworks such as the 5:30-plus node national networks being de?eloped
for the Office of Systems Analysis and Information. "




Tn view of the fact that the expansion of the national shipper survey
is not only a matter of increasing the number of observations but also
one of increasing commadity coverage. the proper balance between
sample size and commaodity coverage on the one hand, and cost and
payoff on the other, is a question requiring the most careful serutiny.
Qur crude cstimate is that at least an eight{old to tenfold expansion
of the number of observations is required. It should be noted also that
the national shipper survey is potentially the kevstone in any set of
national goods movement. data. since it 13 the only base from which
an estimate of the national goods movement universe could be derived

WATERBORNE TRANSIORTATION STUDY

Mr. CoxTi. What are the existing documentation systems on which
the waterborne transportition study will Le based ?

Dr. Harrery. The principal agencies involved in the collection’ of

raterberne transportation data, as well as the publication of statistical
reports on the subject, are as follows: The Department of Commerece,
(the Bureau of the Census, Maritime .A\dministration, and Office of
Business Economics). In the.Department of the Army, the Corps of
Engincers. Also, the Interstate Commerce Commission. And in the
Department of the Treasury, the Burean of Customs.

The publication of statistics based on the data collected by the above
- agencies range from periodic reports published, for example, by the
" Burcau of the Census and the Interstate Commerce Commission, to
reports published by other agencies at infrequent intervals as the
need and funds permit. _

The collection of data for the domestic movement of waterborne
commodities is performed primarily by the Corps of Enginecers and
the Interstate Commerce Commission. Also, it should be noted that
DOT is currently cosponsoring a study with the Corps of Engincers
to identify the U.S. inland origins and destinations of commodities
moving in international trade. The previous study of this sort was
last performed in 1959. -

The colicction of data on the movement of cargoes in foreign trade
is conducted primarily by the Bureau of the Census and the Bureau
of Customis. The Maritime Administration has been collecting data
'on container traflic on major occan trade routes. Ocean flect inventory
statistics are prepared by the Maritime Administration, Coast Guard,
and Navy Department.

Information with regard to port activity and capacity is collected
by the Corps of Engineers, Maritime Administration, as well as the
Port Authorities themselves,

. Other organizations. which are users of the statistical reports men-
tioned above. very often publish their own reports based upon a further
analysis of the information contained in the public reports. A few of
these organizations are United Nations, World Bank, Agency for In-
ternational Development. : ’

INFORMATION DIVISION WORKLOAD

Mr. Coxrr. How serious is the current workload problem in the
Information Division and how will an additional position affect it?
Mr. Biyner, The current workload in the Information Division is
very heavy and projected to get heavier. There is a serious need for spe-
cific professional skills to permit the prograns of the Division to con-

Eml“c tto elffectively serve the information needs of Government and
ndustry, ' )



. The one position presently in discussion would be filled by a profes-
sional survey statistician/statistical analyst. Ilis immediate duties
would include design of greater efliciency and cost savines procedures
into the rail waybill and air waybill statistics programs, In addition
he would serve all of the Depar. rent in onr data collection review
process which reviews, evaluates.a: Lenhanees the desiens for proposed
surveys by any unit of the Depi tment priov to OMB review and
clearance. This project. understafled at present. has added to the offi-
cieney of savings and reporting procedures of all kinds. reduced the
repo:ting burden on the public. and saved budget resources throuehout
the Department. His presence would permit this project to take on a
more active assistance role. In addition, we intend to convert one of
the positions which we already have into a technical achive specialist.

STATISTICAL AND INFORMATION NEEDS

Mr. McFarr. On page 16, could you briefly describe for us the
process by which you determine what your statistical and informa-
tional needs are? ITow do we know that your data collection program
is geared to the needs of those who are making and executing policy ?

r. Havrery. There are many elements to the process. .\ significant
one has been our experience in the development of the Transportation
Statisties Handbook. There are, unfortunately, many places in that

- document where the words “not available™ appear. We have con-
ducted surveys of availablé data in the Department and other trans-
portation agencies. In addition evaluation by our information systems
people of the analytical requirements for responding to the antici-
pated poliey issues of the future serves to define the structure and pri-
ority order of our program.

But most of all. it has been the continuing dialogs with industry and
other levels of government that have served to define the program—
including the vesnanen we have feerived fram the products we have
produced, and the direct, unsoliciled statem>nts of need we have
received. .

TRANSPORTATION STATISTICS HANDBOOK

Mr. McFaLL. On page TR-19. has the first Transportation Statistics
Handboolk been published yet? What future year costs do you antici-
pate for the handbook ? ’

Dr. Havrery. The first version of the handbook will be received from
the printers this weck. It will be released soon thereafter. We would
-expect future year costs to average between 833.000 and £50.000. This
would include the costs of updating with new annual statistics, expan-
sion into new areas of reporting, and printing and publishing.

. GEOGRAPHIC IDENTIFICATION CODING SYSTEM

Mr. McFarn. Also on page 18, will the geographic identification
coding system be n one-time project? Will it be completed in 19737

Dr. Harrery. No'sir: the full system is expected to be completed
sometime in mid fiscal year 1974. However, there will be useful
products all along the way. Once completed. there will be eontinuing
maintenance costs associated with incorporating changes that occur
in the geographic elements the system deseribes. We would estimate
the maintenance costs to be approximately half the project cost.
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FEDFRAL TRAYFIC INFORMATION SYSTEM

"Mr. McFavn. What is the purpose and cost of the Federal traflic in-
formation system?

Dr. MTaceeey, The major purpese of this project is to identify the
sizo of the Federal component in the markets of carriers. In certain
sectors we think the component could be significant. Thus. changes in
Federal programs could impact heavily on the economic health of
portions of the transportation industry. We need to be in a position
to anticipate these impacts. We expeet the costs of the project to be
small as it will consist primarily of assembling and compiling in-
formation produced by other agencies.

JOURNEY-TO-\WORK SURVEY

Mr. McFaLL. On page TR-25, how many cities will be used in the
journey-to-work survey? How will they be selected ? Do you intend to
eventually include all cities in this program? ;

Dr. ILanrery. The journey-to-work statistics, as specially developed
by the Department from the 1970 census will be available to all cities
over 50.000 in population at the cost of processing. In addition the 40
or so cities with populations over 500.000 will be subjected to special
analysis based on these statistics. Where applicable, the special ana-
Iytical tools developed in this project will be made available to cities
of less than 500,000 population.

On May 18, 1973, the Honorable John L. Hazard, Assistant
Secretary for Policy, Plans, and International Affairs provided
testimony, as reflected in the following proceedings excerpts:

GEO-CODING PROJECT

Mr. Coxte. What is the status of the geo-coding project? What
positive developments from this program can you point to?

Mr. Hazanp. Accuraic location is the foundation for all transporta-
tion analysis and planning. A major methodological problem which
has historically faced policy analysis and decisionmakers has been the
numerous diverse geographic location coding systems on which em-
pirical data has been and s being collected. The different location cod-
mf schemes make it extremely diflicult to compare and analyze data
collected by different sources. The purpose of the geo-coding project is
to devise a system whereby transportation data collected on different
location identification systems could be compared and analyzed on a
common identification system. We conducted an indepth study and
survey of geo-coding systems, held a national geo-coding conference
and developed a geographic location converter procedure which per-
mits the comparison and analysis of related data collected by different
geographic location coding schemes.

In fiscal year 1974 we want to continue our work in this area by ex-
tending the capability of the system to convert other smaller area geo-
graphic identification systems and thereby use more effectively a num-
ber of existing urban and subcounty data bases which would be very
useful in national transputtaiion pialiniug.
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RESEARCH ON PERSON MOVEMENT

Mr. Cox1i. You show that your emphasis in the research on person.

movement will be on the bus passenger. How would you characterize
the data that is available on t}he car, plane and train passenger? Are
you going to need funds in the future to develop comparable data on
these people?

Mr. Hazarp. Basic data on passenger travel by all modes is either

limited or nonexistent. The national travel survey of the U.S. census
of transportation is, at the present time, the only source that has the
potential for generating data representative of the universe of inter-
city travel in the United States. Neither the sample size (12,000) of
the 1967 survey nor the proposed doubling of that sample for the
1972 survey is sufficient in size to assure origin-destination data suf-
ficiently disaggregated to be useful for determining travel demands
and facility requirements at the national level. At least an additional
25,000 households more widely distributed geographically should be
added to the sample size. In conjunction to funds available to the TU.S.
Bureau of Census, it is estimated that an additional $500,000 will be
- needed to complete the enlarged survey.
A joint program between-DOT and Amtrak is being implemented
" to obtain needed basic data on the level of demand. usc of facilities and
equipment, origin and destination, and passenger socioeconomic char-
acteristics related to rail travel. Another joint project now under dis-
cussion with the CAB would focus on the movement of passengers
from true origins to true destinations, both domestically and interna-
tionally, as related to air travel demand and usage.

EXPORT OF BULK COMMODITIES

Mr, Cox11. You show that one of the areas of emphasis in the com-
modity mov:ments will be that of bulk commodities for export. How
many studics on this problem are being conducted by the various Gov-
ernment agencies?

Mr. Hazarp. The DOT recently cosponsored with the Corps of
Engineers a study “domestic and international transportation of U.S.
foreign trade: 1970” for the purpose of identifying the domestic
origin-destinations and transportation characteristics of nonbulk com-
modities moving in U.S. forcign trade. The study was performed by the
Bureau of the Census.

The study to which you refer, “bulk commodity orizin-destination
study” is now in the planning stage, and is intended to cover the bulk
commodities not incﬁlded in the previously mentioned study. The
. area of interest will include bulk commodities moving both in the U.S.
foreign trade (import-export) as well as our own domestic trade (rail.
barge, truck). The emphasis is not on tonnage, which has been thor-
oughly covered by others, but on the domestic origin-destinations. and
the transportation characteristics. Inasmuch as only portions of the
above items are collected by various agencies considerable cooperation
has been involved. For examnple, Department of Agriculture has data
on terminal storage of grain, but not transportation characteristies to
its final domestic destination (flour mill: port of export) : the Bureau
of Census has roreign trade data to our ocean ports but not to inland
domestic points. FHIW.A has some data about truck type for various
commodity groups but not with detailed origins and destinations;
Corps of Engincers has data by river port, but not by inland origin-
destination. In short. no one has conducted a study focusing on the total
movement of bulk commedities. In addition, the survey data items will
provide more detailed information on commodities, geographic loca-
tions, domestic mode of transportation and length of haul.
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Mr. CoxTe. How much cooperation is there between you and these
other agencics in developing this data? Is the study duplicating any-
one clse’s eflort?

Mr. Hazakn. The Corps of Engrineers. U.S. Department of the Army.
has stated that they would cosponsor and participate with DOT in
the funding and desian of the study. Funding support will be solicited
from other Government awencies—such as 1CC, Agricuiture, Depart-
ment of Corumerce, and FMC. 1t has not been decided which ageney
would conduet the actual survey. All interested agencies are being
contacted for their recommendations and data reqnirements to assist
in the final stwly design. As a whole, the study does not duplicate
efforts by other organizations.

On May 1, 1974, the Honorable Robert H. Binder, Assistant
Secretary for Policy, Plans, and International Affairs (Designate)
gave the testimony included in the following proceedings excerpts.

INFORMATION : THE BASIS FOR POLICY PLANNING AND DEVELOPMEXNT

Mr. McFact. On pages TR-26 and 27, you are requesting §2.7 mil-
lion for “information—the basis for policy planning and develop-
ment.” Many of the other program activities in vour justification relate
to data development. How is this proaram different?

Mr. Bixpre. Several of the major issue areas of the transportation
policy and planning program have their own specific data develop-
ment programs. For example, there is outlined n our justification a
special €1 million energy data requirements program to support our
transportation energy policy activities, and a $1.6 million national
transportation study program to supply the Depariment with State
and local level data on the current and estimaied future performance
of the transportation system. Our $2.7 million informatien program
complements these and other departmental data development activities.

Our information program is geared to the needs of those who are
working to develop policy. My stal’s evaluation of the analytical re-
quirements for responding to anticipated policy issues has served to
define the structure and priority order of our information program.
They have rclated each element of the $2.7 million program to the

specific issue arca activities in our overall fiscal year 1975 work
progivin.

I will be glad to supplement this information with our plans for
tho next 12 months Yor the record.

[The information follows:]

« TPI INFORMATION PROGRAM PLANS

Over the poxt 12 months, the TPI {nformation program will develop data that
avill bridze a number of major gans in our knowledge of the Nation's transpor-
tation system to include: :

Commodity origin destination files for all mades with the irdividual move-
ments us the unit of observetion. The nationwide truck commodity gow studr,
one of the significant projects of this program aren, was designed to bridge
the gap of infurmation on the total universe of commodity movenieet by
truck.

The commoiity transportation survey exyansion projeci, a contractual
agreement beiween the Bureau of the Census and the Department, involve.
the expx neion inta new areas of the existing survey ~uch as collection of traus-
portation datn iromn the mineral industnes, and dota for shipments from
merchant whealestiors, peirolsum bulk statons and terminals. and assemblers
of farm procucts. An air cargo origin-destination survey is part ot this years
commoiity flow program. .



Complete person origin-destination files for all carrier qugs, \mp main
emphasis on intercity bus survey and Amtrak passenger origin-destination
survey.

Beginning of transportation perfurmance menitoring incorporating system
performance measure. cost, tmvel time, delay and schedule adberence in-
dices, it demand wonitoring,

A felly oporativnnl outa wane  ment system, with full file maurgement.
file reteioval and ceovcriphie capae ity 'This project incliddes the au cmntio
ef datn Lase fer the gpouzily poodisbhed “Summaiy ot National Stetstios
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LACK OF UNIFORMITY OF DATA

Mr. Coxrte. On this same page vou discuss the development of a
stutistical informadion base as being the fundamenial requisite to
transportation plannine. Is the data to be developed of the sort which
will be useful in formulating a national transportation yoliey?

Mr. Bixvinn I think it is fair to say that to the exlent-we have
succeeded in developing that base so {ar, it has already been Lelpful.
We have definite plans to try to improve it. ) :

One of the basic problems in the statistical area is lack of uni-
formity of data, both as hetween States and the Federal Government,
and as between paits of the Fedcral Government. One of our principal
objectives reflected in tho.budget betore you now as well as in past
years, is to improve this uniformity to make the data easily usable by
different parts of the Federal and State governments as well as the -
local and regional levels.

On May 7, 1975 the Honorable Robert H. Binder, Assistant
Secretary for Policy, Plans and International Affairs gave testi-
mony as shown in the following excerpt from the published proceed-
ings:

POLICY INFORMATION BASE

Mr. McFacr. That is a good idea. I have heard people scream about
featherbedding for years. On the one side they say this isn’t true. On
the other side, they say it is true. Let’s find out.

Your largest request is for your “policy information base.” We
recognize that information is a mandatory requirement for intelligent
policy formation, execution, and evaluation. You state on page TR-23
that such an endeavor is an evolutionary process. What are you talk-
ing about in terms of future financial requirements for this evolution?

{r. Bivper. I will want to do more thinking about what future
fiscal year requirements may be. Mr. Chairman. By evolutionary I
mean that this concept of a policy information base stems from the
study which was done for the Department by the McKinsey group,
who suggested that we should look at our policy information collec-
tively as to what types of policy information we gather, what types of
policy information do we need that we aren’t gathering, and where
are we overlapping? This is the concept of a policy information base
which we described in these pages of the budget. I believe that, as we
approach this problem year by vear, we will be improving and identi-
fying areas where we need less information and possibly areas where
we think we need more. It’s evolutionary in that sense.
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RELATIONSHIP OF POLICY INFORMATION BASE RESEARCH TO .
MCEINSEY STUDY

Mr. McFar. Is your request for a policy information base tied to
the recommendations made by the McKinsey study.

Mr. Brxper. Yes, the need for the policy information base was
cogently stated in the McKinsey study. as a major input to the man-
agement of the Department’s R. & D. and grant programs.

The above was the only discussion that could be found in the FY 76
budget hearings that related directly to TPI's Information Program.

On June 2, 1975, during the 1lst Session of the 94th Congress,
Congressman Fred B. Rooney of Pennsylvania introduced H.R. 7509
(later H.R. 7778), which was referred to the Committee on Public
Works and Transportation. The objective of the bill use to help
improve and maintain an adequate transportation system through the
systematic collection and publication of transportation statistics,
to establish a National Center for Transportation Statistics, and
other purposes. A copy of the bill itself and the testimony of
John W. Snow, Deputy Under Secretary, U.S. DOT, before the Sub-
committee on Transportation and Commerce of the House Committee on
Interstate and Foreign Commerce, regarding accounting methods of
the Interstate Commerce Commission and other railroad matters
follow. The bill did not reach the House floor during the 1st
Session.
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22 H, R, 7778

IN THE HOUSE OF REPRESENTATIVES

Jone 10,1975

Mr. RooNEY introduced the following bill; which was referred to the Com-
- mittees on Public Works and Transportation and Interstate and Foreign
Commerce

A BILL

To help improve and maintain an adequate transportation system
through the systematic collection and publication of statistios
with respect to the transportation of passengers and freight
by railroad and other modes, to establish a National Center
for Transportation Statistics, and for other purposes.

Be it enacted by the Senate and House of Representa-
tives of the Uniled States of America in Congress assembled,
That this Act inay be cited as the “Transportation Statistics
Act of 1975,

THE NATIONAL CENTER FOR TRANSPORTATION STATISTICS

SEc. 2. There is hereby established within the Office

of the Secretary of Transportation (hereinafter referred to as

N 1 & o W N =

the ‘“Secretary”) a National Center for Transportation
I

v
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Statistics (hereinafter referred to as the “Center”’). The
Center shall be headed by a Director (hereinaiter referred
to as the “Director’”’) who shall be appointed by the Secre-
tary subject to the provisions of title 5, United States Code,
governing appointments in the competitive service, and shall
be paid in accordance with the provisions of chapter 51 and
subchapter III of chapter 53 of such title relating to clas-
sification and General Schedule pay rates.
PURPOSES OF THE CENTER

Sec. 3. The purpose of the Center shall be to assure
the collection and dissemination of statistics and other
data related to transportation by railroad and other modes
in the United States and other nations. The Center shall—

(1) be responsible for the collection, collation, and

regular reporting of full and complete statistics on the

conditions of tranxportation by railroad and other modes

in the United States, and in the forcign commerce of the

Chnited States, including but not limited to—

(a) statistics concerning the movement of
passengers and freight for hire by railroads and
other modes;

(b) statistics concerning the movement of pas-
sengers in private motor vehicles and aireraft;

(c) statistics concerning the movement of
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freight hy persons engaged in proprietary trans-
portation operations: and
(d) statistics reflecting the relative cost and
resouree effectiveness of passenger and freight trans-
pertation by the vavions modes.

(?2) coordinate all Federal activities related to the
collection and dissemination of transportation statistics
with a view toward assnring the timely collection and
prompt publication of comparable statistics concerning
railroads and all other modes of transportation;;

(3) collect and publish whatever statistics may be
necessary to assure a complete statistieal picture of trans-
portation in the United States, and hetween points in
the United States and those in foreign countries, whilé
avoiding unnecessary duplication of the statistics collec-
tion and publication activitics of other Federal agencies;

(4) conduct studies and publish reports on spe-
cialized analyses of the nreauing and significance ot trans-
portation statisties;

(3) assisl other Tederal agencies and State and
loeal transportation ageneios, including regulatory agen-
cies. in improving and antomating their statistical and
data collection activities;

(6) develop standardized data collection methods to
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be ured by those required to report transportation statis-

tics to the Center or other Federal agencies; and

(7) review and report on transportation activities
in foreign countries.

THE ADVISORY COUNCIL ON TRANSPORTATION
STATISTICS

SEc. 4. (a) Therc shall be an Advisory Council on
Transportation Statistics which shall be composed of seven
amembers appointed by the Secretary and the ex officio mem-
bers listed in subsection (b} of this section. Not more than
three of the appointed members of the Council may be rep~
resentatives of the federally regulated transportation industry.

{b) The ex officio members of the Council, who shall be
full voting members, shall be—

(1) the chairmen of the Civil Aeronautics Board,
the Federal Maritime Commission, and the Interstate
Commerce Commission, or their designees, and

(2) the Director of the Bureau of the Census, or his
designee.

(c) Appointed members of the Council shall serve for
terms of three years, except that in the case of initial appoints
ments, such members shall serve for such shorter terms a8
the Secretary determines necessary so that the terms of no
more than three members expire in the same calendar year;

(d) The Secretary, or his designee who shall be an
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Assistant Secretary, shall serve as the nonvoting presiding
officer of the Council.

(e) The Council shall meet at the call of the presiding
officer, except that it shall meet at least four times during
each calendar year and, in addition, whenever three voting
members request that the presiding officer call a meeting.

(f) Six members of the Council, of which at least four
are appointed members, shall constitute a quorum of the
Council.

(g) The Council shall review general policies for the
operation of the Center and shall be responsible for establish-
ing standards to insure that the statistics and analyses dis-
seminated by the Center are of high quality and not subject
to political influence.

ANNUAL REPORT

SEec. 5. The Secretary shall include in his annual report
1o the President and the Congress—

(1) a description of the activities of the Center
during the preceding fiscal year and & projection of its
activities during the succeeding fiscal year;

(2) estimates of the costs of the projected activities
for the succeeding fiscal year; and

(3) o statistical report on the condition of trans-
portation in the United States during the preceding

fiscal year.
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AUTHORITY OF THE DIRECTOR

SEc. 6. (a) In order to carry out the duties of the Center
set. forth in section 8 of this Act, the Dircetor may make
grants 'to, and contract with, individuals, private and public
institutions, organizations, and agencies, inclading agencies
of the United States.

(b) In order to carry out the provisions of. this Aect,
the Director may require all persons engaged in the trans-
portation for hirc of passengers or freight or engaged in the
transportation of freight in proprietary operations, in inter-
state or foreign commerce, to submit such reports and to
provide such information concerning such transportation oper-
ations as the Center may require. In the case of the refusal
to obey an order issued by the Dircctor pursuant to this sub-
section by any person who resides, is found, or tramsacts
business within the jurisdiction of any district court of the
United States, such district court shall, upon petition by
the . Director, have jurisdiction to issue to such person an
order requiring him to comply forthwith. Any failure to obey
such an order of the court may be punished by such court as
a contempt thereof.

RESPONSIBILITIES OF THE CENTER

8EC: 7. (a) The Center may furnish transeripts or copics

of tables and other statistical records to, and make special

statistical compilations and surveys for, State or local officials,
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public and private organizations, and individuals. The Center

‘shall furnish such special statistical compilations as the Com-

mittees on Commerce, Public Works, and Appropriations of
the Senate and the Committees on Interstate and Foreign

Commerce, Public Works and Transportation, Merchant Ma-

-rine and Fisheries, and Appropriations of the House ‘of

Representatives may each request. Such statistical comipila-
tions and surveys, other than those carried out pursuant to
the preceding sentence, shall be made subject to the payment
of the actual or estimated cost of such work. In the.case
of nonprofit organizations or agencies, the Director may
undertake joint statistical projects, the cost of which shall be
shared equitably as determined by the Director so long as
the purposes of such projects are otherwise authorized by law,

(b) All funds received in payment for work or services
enumerated under subsection (a) shall be deposited in’a
separate account which may be used to pay directly the
costs of such work or services, tv repay appropriations which
initially Dore all of part of such costs, or to refund.excess
sums when necessary.

(c) The Center shall participate with other Federal
agencies having a need for transportation data in forming a
consortium with such agencies for the purpose of providing
direct joint access to all transportation data received by the

Center through automated data processing. The Library of
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Congress, the General Accounting Office, and the commit-
tees of the Senate and the House of Representatives set forth
in subsection (a) of this section shall, for the purposes of
this subsection, be considered Federal agencies.

(d) The Center shall, in accordance with regulations
prescribed by the Director, provide all interested parties,
including public and private agencies and individuals, direct
access to data collected by the (]enter'for purposes of re-
search and acquiring statistical information, subject to such
conditions as the Director may prescribe in order to assure
that information regarding shipments tendered to a common
carrier, or transported in a proprietary transportation opera-
tion, may not be used to the detriment or prejudice of any
shipper or consignee or to disclose his business transactions
to a competitor.

AUTHORIZATION FOR APPROPRIATIONS

Skc. 8. There is hereby authorized to be appropriated to
the Secretary such funds as may be necessary to carry out
the purposes of this Act.
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On June 12, 1975 the Honorable John W. Snow, Deputy Under-
secretary, U.S. Department of Transportation, before the Subcom-
mittee on Transportation and Commerce of the House Committee on
Interstate and Foreign Commerce, regarding accounting methods of
the interstate Commerce Commission and other railroad matters:

"Mr. Chairman and Members of the Subcommittee: Thank
you for this opportunity to talk to you today about the
problems with the present rail accounting system, a
bill to establish a National Center for Transportation
Statistics in the Department of Transportation (H.R.
7779), and the availability of materials for rebuilding
our Nation's railroads. These are all significant
areas of concern, and today I hope to summarize some

of out thoughts with respect to each issue. The time
has come for significant change in the railroad in-
dustry. A few short weeks ago, the President submitted
major railroad legislation to Congress, the Railroad
Revitalization Act ("RRA"). This legislation is designed
to improve the regulatory climate under which railroads
operate. A major focus of the bill is greater Pricing
flexibility. Among the many changes proposed is a
provision calling for a new rail accounting system.
Secretary Coleman and I wish to commend the Subcommittee
and the Committee for so promptly scheduling this hear-
ing and the other rail hearings in the next few months.
We are very hopeful that these hearings can extend and
significantly add to the dialogue that has been estab-
lished between the Congress and the Administration with
respect to our Nation's rail crisis and lead to the
enhancement of sound rail legislation.

The first subject I will address is rail accounting:

The present accounting system is antiquated and
leads to serious distortions in the decision-making of
rail management and the ICC. Even if the regulatory
reforms proposed in the RRA are not adopted -- and we
frevently hope that they will be -- accounting reform
is needed. But reform of present accounting procedures
is even more important if we are to obtain the full
benefits of the regulatory breakthrough proposed in
the RAA. Although reform of the ICC accounting pro-
cedures is not a particularly glamorous subject in
itself, it is in many ways the nails and mortar of
regulatory reform. As I explained, the RAA does
propose a change in the accounting procedures, and we
at the Department, and particularly in the Federal
Rail Administration, have been working on and studying
this problem for about the last two years.
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The DOT program was initiated in June 1973 with
a contract with TOPS-On Line, a subsidiary of the
Southern Pacific Railroad, to evaluate roadway costs.
We also have working relationships with the Associa-
tion of American Railroads and ICC in this area. A
second major contract on cars and locomotives should
be executed by the end of this fiscal year. Overall,
this program will identify the nature of railroad cost
variability for pricing, investment, and management
control and will develop a standard set of procedures
and methodologies which can be used by any railroad.
It is the only major current comprehensive cost anal-
ysis program of which we are aware.

To show the relationship between accounting and
resulatory reform I will have to discuss briefly the
major regulatory provisions of the RRA. What we are
trying to do is to reintroduce the stimulus and the
incentives of the private market place into the rail-
road industry. To do this, we are proposing giving
rail management considerable flexibility in making
decisions on how to run their railroads. To put it
another way, we are proposing to restrict the regula-
tory authority of the ICC, whose regulatory policy has
made a significant contribution to today's rail crisis.

Pricing flexibility is a key element in the RRA.
Faced with the considerable costs and uncertainty of
the present regulatory process and the regulatory lag,
railroads have been quite hesitant to introduce new
rate reductions and innovations and to thereby effec-
tively compete with other modes of transportation. At
the same time the Commission has refused to allow the
railroads to raise rates, even though the present rates
are not compensatory. These unreasonable regulatory
restraints are costing the railroads hundreds of mil-
lions of dollars each year. Removal of these re-
straints alone will not 'solve' the railroads problems,
but it is a critical first step toward a solution.

Specifically, the RRA forbids the Commission from
calling a rate decrease unreasonable as long as it is
"compensatory'". It also forbids the Commission from
holding the rates of one carrier up to protect the
rates of another carrier -- in other words, it pro-
hibits "umbrella rate making". In addition, the bill
would provide that if a carrier has a non-compensatory
rate, the carrier could raise that rate to a compen-



satory level without Commission interference. It
would also prohibit the Commission from approving non-
compensatory rate decreases.

All of these provisions go to the question of
ultimate lawfulness of a rate. The bill would also
establish a no-suspend zone, in which carriers could --
within certain percentages -- introduce rates without
fear of suspension. Finally, the bill would also put
a definite time limit on the Commission's hearing pro-
cess.

How does cost accounting relate to these changes?
What the bill does is to carve out a wide area for
management discretion, but at the same time provide
ample safeguards to ensure that this discretion is not
abused. But, if that discretion is to be wisely used,
management must have the correct information to relate
rates to costs. If the Commission is to prevent a
carrier from charging a rate that is not compensatory,
it must have specific cost information for that segment
of transportation. At the same time, if the Commission
is to determine whether a rate increase is reasonable
for a specific commodity, it must have specific cost
information. Cost information is important in other
areas referred to in the RRA. If the Commission is to
make reasonable decisions about abandonments, it must
know the costs of particular segments. On a much
broader level, if policy makers are to make intelligent
decisions with respect to restructuring, they have to
know which segments are profitable and which are not.
Had a proper cost accounting been in place, the study
of the Northeast's problems would have been much easier
and would have proceeded much faster. The problem with
the present ICC accounting system is that it does not
properly serve the existing decision-making process at
the ICC and it will not serve the type of regulatory
system envisioned by the RRA.

The Uniform System of Accounts for Railroads, cur-
rently prescribed by the Interstate Commerce Commission
(49 CFR Part 1201) is a financial accounting system.

The Uniform System of Accounts is useful for aggregate
financial comparative purposes between firms, but not
for managerial cost control or for pricing purposes.

It focuses upon the statements which are prepared for
general distribution outside the firm; i.e., the Balance
Sheet, now called the Statement of Financial Position,
the Income Statement, and the Statement of Retained
Income. Even though the system does provide for



selected operating statistics, the emphasis is not upon
preparing information for internal management or in-
formed regulatory decision-making. The present system
produces only aggregates and averages. It does not
efficiently segregate costs with respect to locations

or functions, and emphasis on industry averages is con-
sistent with the general rate increase approach, which
produces a myriad of distortions, and inconsistent with
rate changes on particular commodities. Of course, if
a firm wishes to propose an individual rate increase,

it can produce a "special cost study'". But special
studies cost extra money and time and their special pre-
parations extends the time it takes to make regulatory
decisions. When the accounting system was first adopted
at the ICC it was a model for other industries. But
times have changed, and the system is woefully out-of-
date. The ICC has established six separate dockets to
change the accounting rules in the last thirty-or-so
years, and there have been no significant changes. To
control costs and to provide timely data on variable
expenses for internal management, a cost accounting sys-
tem is needed for the rail industry.

There must be a complete revision of the Uniform
System of Accounts for Railroads and the various formulas
used to decide costs. In the RAA we propose a two-year
joint effort with the ICC to revise the present account-
ing system. We call for not just a revision of account
titles, contents of some accounts, and statements, but
for a total change in emphasis in the uniform system as
well. Without a modern accounting system based upon
costs, the rail industry will be sorely limited in its
ability to develop rational management and pricing
behavior.

The present rail accounting system including the
cost formulas is deficient in at least the following
ways.

1. It does not provide information on cost
by location or cost center. Such information is avail-
able to other industries; yet, the railroads' accounting
deals primarily with firm-wide figures or with averages
obtained from these aggregate figures.

2. The system has many accounts which are of
a mixed nature; i.e., they contain several separate
functional costs lumped together in one account. In
account number 402, Train Supplies and Expenses, there
is a variety of expenses including car cleaning, car
heating and lighting, car inspection and watering,
train detour expense, train supplies and other expenses
such as apparatus for testing the sight and hearing of
enginemen and trainmen and employees' reading and bunk
room expense, including pay of attendants, supplies
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furnished and laundry. 1In addition, the same type of
expense can be recorded in different accounts. These
are a few examples of how costs are jumbled together.
These groupings complicate the process of determining
how, and with what, rail costs vary.

3. Incremental, differential or variable costs
are costs which change in relation to the level of
activity. These are the types of cost which rail man-
agement needs to evaluate specific courses of action
(e.g., development of rate proposals, profitability of
segments [branches, perhaps] of the rail plant, capital
replacements, and maintenance strategies). Unfortun-
ately, costs of this nature are not available under the
existing accounting prescribed by the Uniform System of
Accounts. These costs are available to rail management
only from special cost studies undertaken by the firm
itself which approximate these costs.

4. Cost control is more effective where costs
are assigned by responsibility and/or location. Profit
control needs revenues separated by major classifications
and locations, as well as by type of service rendered.

A fundamental, overriding problem suggested by the
foregoing is that the data available in the form pre-
scribed by the Uniform System of Accounts is consist-
ently too broad for direct applicability to questions
relating to such specific areas of operations such as
the cost and revenue associated with the abandonment of
a particular section of track or with a commodity move-
ment between two points. Yet, the majority of the Com-
mission's work deals with these sorts of questions
rather than with questions relating to the companies'
overall costs and revenues. In such cases, information
is either not available in the form needed to directly
analyze such questions, or, if it can be made available
by special studies prepared for the specific case, it
is prepared in an inconsistent manner from case to case
and is therefore not usable in intercase comparisons.

The objective of any cost accounting system is to
determine the cost of each service provided. In a firm
where more than one service is provided, some costs may
be assignable to any one service; most, however, are.
Modern cost accounting practice is to isolate specific
costs associated with each service provided. Prior to
World War II and modern computer accounting techniques,
formulas were developed at the ICC as a means of making
the problem more managable, usually at the cost of
considerable accuracy. The process, pioneered by the
staff of the Interstate Commerce Commission in the
thirties had a modest goal. According to a statement
of the ICC Bureau of Statistics to explain the approach
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w._ it is desired to obtain costs on a nationwide scale
for a large number of point-to-point movements leaving

the marginal cases disclosed thereby for further study..."
(U.S. Interstate Commerce Commission, Docket 28190 - New
Automobiles in Interstate Commerce, Railway Freight
Service Costs for the Year 1939, Rail Form B, 1-41
[Washington, D.C.: Interstate Commerce Commission, 1941,

p-11.

The product of this limited accounting objective
was Rail Form B, which evolved into Rail Form A by 1941
and underwent six revisions, the latest version pub-
lished in 1973. The relationships of formula were based
on data derived during the very prosperous period from
1939-1945. This was also a time of high rail passenger
traffic. Although frequently opened for revisions, the
form has only changed in detail; the techniques employed
have remained relatively unchanged.

The form provides a formula for separating the
expenses among various services, yard switching, train
switching, running, etc., through a formula utilizing
a set of territorial factors developed by the ICC to
generate unit costs for each service. The costs are
based on fully allocated costs, with a formula adjustment
to arrive at variable costs. Individual carrier factors
may be substituted for the ICC factors if they are backed
up by special studies. It is interesting that by 1973,
the sixth edition of Rail From A was still prominently
displaying the notice on the cover: "This study issued
as information, has not been adopted by the Interstate
Commerce Commission."

As developed 34 years ago, the Form represented
the state-of-the-art in accounting. Since that time,
however, conditions have changed, the state-of-the-art
has changed, but the Form A has not significantly changed.
A myriad of studies exist which demonstrate that average
actual railroad expenses are not consistent with the
assumptions of Form A. The form is even less accurate
when one realizes that it is not reasonable to expect
different railroads' expenses to fit the same formula,
but that is the assumption of Form A. Rather than look
at individual expenses, we have "wooden' formulas that
recite that variable costs equal 80 percent of full costs,
plus 50 percent of the return on roads, plus 100 percent
of the returns on equipment. Again, the railroad may
submit a "special study" to justify a new rate, but the
process is time-consuming, costly, and is apt to meet
with a heavy presumption pro the Form A formula.

The development of a cost accounting system for the
rail industry would permit the development of actual costs
for segments of a line, or for functions relating to the
line. Such costs could be used for control purposes

B-38



(i.e., for responsibility accounting, as well as for
decision-making). Cost or profit centers could be
established, not unlike those in other industries, to
permit management to judge what services, lines or
branches cost and which service, line or branch is
profitable. Furthermore, it is actual costs, relating
to only one item or function, which should be used as
data in statistical cost analysis to determine when
the service or function is paying its own way.

In summary, the present accounting system relies
upon broad aggregates and averages. It does not supply
the information needed for today's regulatory system.

It will not supply the information needed to make the
subtle analyses required in restructuring the Nation's
rail system. It will also not provide information for
the regulatory system proposed in the RRA. We would
hope to find remedies to these problems in the study and
new system called for in the RRA.

H.R. 7778, the proposed '"Transportation Statistics
Act of 1975", would establish a National Center for
Transportation Statistics in the Office of the Secretary
of Transportation. The Director of the Center would be
appointed by the Secretary. The Center would be re-
sponsible for : (1) collecting and reporting "full and
complete statistics" on the conditions of transportation
in the United States and in foreign commerce; (2) co-
ordinating federal collections and dissemination of
transportation statistics; and (3) collecting and pub-
lishing whatever statistics may be necessary '"to assure
a complete statistical picture of transportation in the
United States."

To accomplish the goals of the Center, the Director
would have the authority to require any person engaged in
transportation to provide such information as '"the Center
may require'. The Center would be authorized to furnish
materials to various State and local governments and
would be required to furnish such statistical information
as various House Committees shoud request.

At present, the gathering of transportation statis-
tics is divided among the various government agencies
involved with transportation or statistics: DOT, ICC,
CAB, FMC, Bureau of Census, Corps of Engineers and
others. There is overlapping responsibility and author-
ity in some areas and gaps in others. The Office of
Management and Budget has attempted to coordinate these
activities via an Interagency Committee on Transport
Statistics, but the duplications, discontinuity, and
gaps still exist. Recent major public issues such as
the grain crisis and the rail crisis have highlighted
the weaknesses in the availability of transportation
statistics.



We agree that a better system for statistics is
necessary and we agree that central coordination is
necessary if we are to obtain the type of statistics
we need to make informed judgments. There are several
areas of concern. For example, the roles of the exist-
ing agencies in the collection of data vis-a-vis each
other and this Department has to be better defined. It
is not clear in the bill what is to happen with the
existing authority in the various agencies, and this
problem is compounded since some of that authority is
lodged in the independent agencies.

There are additional problems in how the federal
activities relate to existing State programs and in the
protection given to proprietary data -- a subject only
briefly referred to in the bill. In approaching this
subject we must ensure that we do not simply add to
overbearing filing requirements already imposed on the
industry. We have to ensure that all the data we
require is collected in usable form and is used. We do
think there is great merit in the object of the bill --
to obtain comprehensive transportation statistics --
and we stand ready to assist in working out an appropri-
ate mechanism to achieve this objective.

The last issue that the Subcommittee has asked me
to address -- the availability of materials for rail
rehabilitation -- is a very extensive one. In this
limited time, I will only be able to lay out certain
guideposts. Generally, the sufficiency of rail materials
depends on the amount of rehabilitation and the time
frame for rehabilitation. We appear to have the mill
capacity and the national inventory for short-term pro-
grams. For long-term programs, some capacity will have
to be developed. But we do have the resources to built
the necessary capacity. The United States Railway
Association (USRA) and the various steel companies have
been actively discussing these needs. I would defer to
those parties for details and programs.

Rail is the critical area. At present, we have in
inventory, or on order, 3,000 miles of new rail and 2,000
miles of used or re-lay track. The combined production
capacity of rolling mills in the United States is esti-
mated at 4,000 miles of track a year. This is the basic
supply formula. But in addition, there is the so-called
"cascade effect". Normal practice when installing new
rails is to save approximately two-thirds of the older
rail, and to repair and re-lay this rail in yards and on
secondary lines.

As far as demand in concerned, the Department
estimates deferred maintenance on a restructured rail
system will require 20,000 miles of rail to bring the rail



plant to a normal level of maintenance. In addition,
normal yearly requirements amount to about 5,500
miles of track. To round off this picture, the total
cost of laying one track mile of new rail, plus 2/3
track mile of old track is approximately $135,000 ---
of which 2/3 is material cost, and 1/3 is labor,
fringe benefits, tools, machinery, and other.expenses.

This concludes my written testimony. I would
be happy to answer any of your questions."
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APPENDIX C. DATA BASE ADMINISTRATION

REQUIREMENTS DOCUMENT
(PROPOSED)

C.1 INTRODUCTION

C.1.1 The Objectives of the Data Base Approach

The "data base," from the viewpoint of the TSC Information
Program, may be defined as the central repository of a collection
of information on all data available to the TSC. The concept of
a data base environment then extends to the definition, capture,

storage, maintenance, and dissemination of this data for use with-
in the organization in a controlled, consistent fashion. To many
organizations, this approach represents a radical departure from
present methods of handling data. Typical of many data environ-
ments today are:

a) fragmented (independent) application development
b) inadequate user service levels

c) uncontrolled data redundancy

d) inconsistent data definition

e) inconsistent data manipulation

The general objective, then, of the data base approach is the
elimination of both data and processing redundancy and incon-
sistency, and the establishment of a data environment capable of
responding to the varied needs of the end users. In essence, the
data base approach demands a well defined, centrally administered,
set of standards and procedures relative to all aspects of data

used by the organization. The data base approach implies a high
degree of automation (though not necessarily so), and therefore
includes such software elements as an automated data dictionary,

a generalized transaction control processor, the application sys-
tems, and the generalized data base management system (GDBMS);
however, a data base does not imply that the organization will
simply acquire a GDBMS from a vendor and "turn it over" to the user
groups within the organization. The key element of the data base




environment is that of standards and procedures, and without these

standards and procedures, the data base, as described in this oper-
ations plan, cannot function.

C.1.2 Planning for the Data Base Environment

The committment of this type of data base approach is a
major organizational decision. Essential to the success of the
implementation of the data base environment is full support of the
user, management, and data processing groups.

The first step toward the achievement of a data base en-
vironment is the acceptance of the statement of objectives (see
Section C.1.1, The Objectives of the Data Base Approach, of this

appendix), as the goal of this operation plan. These objectives
must be further refined and then be communicated to the user,
management, and data processing groups. This communication, or
education, consists of a full presentation of the goals and con-
cepts of a data base approach, the estimates of costs, resources,
and time required to develop a data base environment, and the
responsibilities that the users, management, and data processing
groups will each have in the data base environment.

Based upon the general acceptance of the goals, concepts,
and planned approach, the data base environment Operating Group
will be established. From this point on, the Operating Group will
develop and execute the discrete tasks necessary to establish the
data base environment, including activities relating to the hard-
ware/software components and administrative procedures. At this
same time, the TSC User Group will be established to develop user
requirements and assist in the assigning of priorities to the de-
velopment activities including DOT user requirements. In Section
C.2, THE FUNDAMENTAL STRUCTURE OF THE OPERATING DATA BASE
ENVIRONMENT, each aspect of the planning and implementation
process is examined in detail.



C.1.3 Functional Elements of the Data Base Environment

Aside from the administrative aspects, the data base environ-

ment may be defined as consisting of the following elements:
a) transaction controller
b) application software set, or sets

c) generalized data base management system (GDBMS), or
systems

d) data base I/0 interface (DBIO)
e) data dictionary/directory

Figure C-1 illustrates the interrelationships among these func-
tional components. A description of each component follows.

C.1.3.1 The Transaction Controller
The transaction controller has three general functions:

a) handling of transactions entering the TSC data base
environment and the distribution of messages/responses

flowing from the environment.

b) scheduling and monitoring of application systems and sub-
systems within the environment.

c) handling of transactions entering the data base environ-
ments of vendors to TSC, and the distribution of
messages/responses flowing from the vendor's environment.

From the communications aspect, the transaction controller
may receive and transmit messages from and to a variety of terminal
types, including low speed, non-intelligent terminals (e.g., TTY),
intelligent terminals (e.g., Datapoint 2200), mini-computers,
medium and large scale computers, or other transaction controllers
(as within a distributed network). The transaction controller
also typically functions as a message switch for terminal-to-
terminal communications. The transaction controller utilizes
human interfaces in establishing users in vendor environments.
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C.1.3.2 The Applications Systems

The applications systems are the problem or model processing
elements of the data base environment. Typically, the problem
processors are structured from COBOL, FORTRAN, PL/1, Assembler, or
other programming languages designed and implemented to handle
specific user requirements. These programs communicate with the
GDBMS through a language set embedded within (or '"hosted" by) the
program itself. The language set falls into two categories - the
Sub-Schema Data Description Language (DDL) and the Data Manipula-
tion Language (DML).

The Sub-Schema DDL is the language used by the application
(user) programmer to describe the subset of the data base that is
to be manipulated by the program logic. This subset provides a
degree of "program independence'" from the data base in two ways.
First, the Sub-Schema allows the programmer to view the data base
as consisting only of the items, records, and relationships rela-
tive to his processing logic. The programmer therefore need not
be concerned with the full scope of the data base.

Second, the application programmer need not be concerned
with the physical aspects of the data base, such as device type,
record blocking, storage strategy, or access methods.

The Sub-Schema concept thus allows the program to be highly
(but not entirely) insensitive to data base changes, such as ad-
dition/deletion/modification of data items, records, and relation-
ships; and to physical environment changes, such as device changes
and modification of access and storage strategies.

The DML is the language set used by the application program-
mer to manipulate data in the data base. Basically, the DML con-
sists of verbs to locate, retrieve, add, delete, and modify data
in the data base. It is designed to be independent of the access
methods, storage strategies, and device characteristics at the
physical data base level, and therefore protects the problem pro-
gram from data base changes in these areas.



User requirements may also be supported through higher level
languages that are "self-contained" and do not require a COBOL,
FORTRAN, etc. expertise to use. These languages are often used
by the end-user himself. Such self-contained languages provide
basic retrieval and update capabilities, but typically do not sup-
port the comprehensive procedural facilities available in com-
piler level languages. These languages are particularly valuable
in supporting the one-time, ad hoc needs of users, especially
when turnaround time is critical.

Self-contained languages are placed into two categories -
Query and Report Writer. Query Languages generally have an un-
structured '"natural language'" format and are designed for the end
user. They are most suited for rapid response, limited output
inquiries of an ad hoc nature.

Where output is of higher volume, response time less critical,
and display format requirements more structured, a Report Writer
Language is preferred over a Query Language. Like the Query
Language, the Report Writer Language may be used by the end user.
However, because of its more structured syntax and emphasis on
report format, it is typically used by technically-oriented sup-
port personnel in responding to user requirements. Because it is
"shorthand" in nature, the Report Writer allows ad hoc reports to
be designed and produced rapidly. Although the cost of the actual
report run is typically much higher compared to a 'tailored"

COBOL or other compiler language program, setup time is greatly
reduced - a matter of hours as opposed to perhaps several days.

Regardless of the language type used for requesting data
from the data base, all these requests for data are processed by
the GDBMS. The actual physical addressing of data within the
data base and any logical transformation of data is performed by
the GDBMS.

C.1.3.3 The Data Base Input/Output (DBIO) Interface

The Data Base Input/Output (DBIO) Interface is a frequently
used, but optional element of the data base environment. Func-
tionally, the DBIO acts as an intermediate process between the
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Application Program or Process (Host, Query, or Report Writer
Language) and the DBMS. All '"calls," or service requests, from
an Application Program are made directly to the DBIO. The DBIO
will further process the request, pass the request to the GDBMS,
and return all responses, both status and data, from the DBMS to
the requesting Application Program.

The need for a DBIO generally depends on the GDBMS selected
for a particular data base environment. To a large degree, the
DBIO can be viewed as an "enhancement" to the GDBMS, providing
for facilities and services not available in the GDBMS. Typical
of the major functions a DBIO may perform are the following:

a) functional authorization checking and control (security)
at levels of detail greater than provided by the GDBMS.

b) general modular interfacing required in a multi-GDBMS
environment, where a single language is used by the pro-
grammer and the DBIO interprets the request and re-
formats it for the appropriate GDBMS.

c) journalizing (logging) of GDBMS calls where the GDBMS
does not provide adequate logging.

Another, related function of the DBIO is to provide trans-
parency between Application Programs and the GDBMS. The objective
here is to minimize the impact of changing from one GDBMS to
another in the event:

1) the GDBMS is replaced by the vendor with another non-
compatible GDBMS.

2) the vendor ceases to support the GDBMS altogether (e.g.,
because of vendor dissolution).

3) a GDBMS is introduced on the market that offers signi-
ficant advances over the GDBMS then being used.

4) an alternative GDBMS becomes a necessary user require-
ment.



A third function of the DBIO is to act as a control processor
in a distributed data base environment. In this capacity, the
DBIO would receive GDBMS calls from an Application Program and de-
liver the request to the appropriate point in the distributed net-
work, receive any responses from that point, and deliver that re-

sponse back to the requesting Application Program. The delivery
point may be a GDBMS "machine'" that will further process the re-
quest and determine the location of the needed data or it may be
to a specific machine, complete with a full GDBMS capability, in
the network. A third potential would be to deliver the request
to a transaction controller in another, independent data base en-
vironment.

C.1.3.4 The Generalized Data Base Management System (GDBMS)

The GDBMS is the software system that services all requests
for data. The GDBMS receives information relative to the content,
structure, and physical characteristics from the data base de-
signer via two languages - the Schema Data Description Language
(DDL) and the Device Media Control Language (DMCL). Requests
for data against the data base may come from a host Data Manipu-
lation Language (DML) call, a Report Writer Language specification,
from a Query language command, or from the DBIO.

The Schema DDL is the language used to describe the full
scope of the data base to the GDBMS. The GDBMS processes the
Schema specification and builds an internal directorx1 containing
complete information on:

a) data item names

b) data item physical characteristics

1Most GDBMS packages currently available on the market today main-

tain their own internal data directories. A developing concept
is to store all data information in a separate, automated Data
Dictionary/Directory System (DD/DS). Under this concept, the
data base schema DDL and DMCL would be processed directly by the
DD/DS and maintained separately by the DD/DS. At execution time,
the GDBMS would extract the necessary mapping data from the DD/DS
to process a request. See the discussion on the DD/DS in later
paragraphs of this section.



c) record names

d) record relationships

e) record keys and access methods
f) security rules

g) edit/validation rules

Physical device characteristics and physical storage strat-
egies (grouping, page sizes, free space allocation, etc.) are
entered via the Device Media Control Language (DMCL).

Once the data base is defined and established, the GDBMS
processes all requests against the data base by first verifying
the requestor's authorization to manipulate the GDBMS, then re-
lates the Sub-Schema and the request to the data base Schema,
extracts the required data from the physical data base, trans-
forms the data according to the Sub-Schema specification and de-
livers the data back to the requestor.

If a DBIO interface exists, the GDBMS functions as if the
DBIO were the requesting Application Program.

C.1.3.5 The Data Dictionary/Directory System (DD/DS)

The DD/DS serves as a repository of data about data. The
DD/DS interfaces with the Data Administrator, the Systems Analyst,
the Programmer, the User, and the various software elements of
the data base environment and is the key element in executing this
aspect of the Information Program. The contents of the Data

Dictionary/Directory and its interface characteristics are dis-
cussed in detail in Section 5, OST DATA COLLECTION.

C.1.4 Data Base Design and Development, and Production Systems

The next task of the data base environment planning and de-
velopment effort is the integration, testing, and acceptance of
the data base environment components. Upon completion of this
task, the data base environment becomes production or service
oriented. In the production mode, the Operations Group System
Manager will coordinate the continuing systems and data base
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design functions of the TSC data base environment, according to
the standards and procedures established by the Operating Group.

The major procedural characteristic of the data base en-
vironment at that time will be the separation of the data base de-
sign, the application system design functions, and user activities.
The System Manager will continue to be responsible for analysis of
the user's needs, as demonstrated through system usage and as iden-
tified by the TSC User Group. One facet of this activity will be
the continued identification and refinement of data requirements.

In the traditional systems design and programming approach, a

file design specification to support a given user's requirements
would be built. However, in a data base environment, the System
Manager will communicate a request for new data to the data base

design team, a group reporting directly to the Operating Group.

The data base design team will be responsible for incor-
porating the requested data into the data base and communicating
back to the implementation team all information and documentation
necessary to obtain, insert, and then manipulate the requested
data.

Described in a different manner and depicted in the flow
diagram shown in Figure C-2, the systems analyst proceeds to
identify the specific data required to support the user's needs,
the edited validation rules for the data, and the processing and
response requirements requested by the user to the Systems Man-
ager. The data base design team will incorporate the data into
the data base structure, utilizing where possible existing de-
fined data, via the Schema DDL and DMCL. The next step in the
data base design process will be the structuring of the Sub-
Schema(s) required to provide access to the data. The Sub-
Schema(s) will then be made available to the system implemen-
tation team via manual (coding form) or automated (DD/DS) means.
Finally, after systems design, the Systems Manager will review
the systems documentation and approve proceeding to the program-
ming phase.

Further discussion of the data base design and administra-
tion functions is given in Section 4, INTERNAL DOT GENERATED DATA.
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C.1.5 Administration of the Data Base Environment

The data base concept implies the need for standardization
and coordination of data definition, capture, storage, maintenance,
and dissemination, as discussed in Section C.1.1. In a data base
environment, this coordination is manifested in a data base ad-
ministration function. The Data Base Administrator, as represented
by the Systems Manager of the Operating Group, is responsible not
only for the coordination and control of the data base environ-
ment, but also for the establishment of the standards and pro-
cedures for coordination and control. A successful data base en-
vironment in the Transportation Systems Center (TSC) will demand
extensive communication between the users of the data base and
the data processing Operating Group. Within the data processing
group itself, clear communication will be required between the
operating functional entities of Systems Analysis, Programming,
and Operations and the various support functions (such as plan-
ning, education, documentation, etc.). Therefore, the data base
administration responsibility should be placed as a staff function
in an organizational position reporting directly to the Center
Program Director for Information.

C.2 FUNDAMENTAL STRUCTURE OF THE OPERATING DATA BASE ENVIRONMENT

The long range plan for the TSC data base environment is
actually a subset of the overall ADP plan for the Transportation
Systems Center (TSC). Similarly, the planning process, the
activities and tasks involved in planning for the development
of a TSC data base environment are the same as those followed
for the development of an ADP plan for the TSC.

As a subset of the overall ADP plan, the data base plan
will rely heavily on the goals and objectives set forth for the
TSC. A formal statement of the objectives of the TSC data base
environment may be found in the Program Plan for Management of
Transportation Statistical Data and Information (MODS) which,
when followed by the formulation and performance of the tasks
presented within, will bring the stated goals and objectives to
fruition. At this stage in planning process, the
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of a TSC data base environment are the same as those followed
for the development of an ADP plan for the TSC.

As a subset of the overall ADP plan, the data base plan
will rely heavily on the goals and objectives set forth for the
TSC. A formal statement of the objectives of the TSC data base
environment may be found in the Program Plan for Management of
Transportation Statistical Data and Information (MODS) which,
when followed by the formulation and performance of the tasks
presented within, will bring the stated goals and objectives to
fruition. At this stage in planning process, the
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formulation of major project areas provides enough detail to allow
the next step of resource estimation and allocation to be per-
formed. In most cases actual implementation will require further
detailed breakdowns of the project areas into task activities in
moving from the general to the specific. Finally, the tasks must
be phased into chronological sequence to insure orderly develop-
ment of the TSC data base environment within the overall content
of the Program Plan. Figure C-3 summarizes these basic steps of
the planning process for the TSC data base environment.

The following paragraphs are devoted to detail discussions
of the tasks involved in the development of the TSC data base en-
vironment, as summarized in Figures C-4 and CS5.

C.2.1 Define Goals

Development of the data base environment is based on the
general statement of goals to be achieved as stated in the DOT TSC
ADP long-range plan, and the DOT/TSC MODS Program Plan.

C.2.2 Establish the Data Base Administration (DBA) Function

An integrated data base environment demands thorough internal
TSC coordination. Coordination requires standards and procedures
and a centralized functional responsibility to administer these
standards and procedures. This function is defined as the Data
Base Administration function. A key responsibility of the DBA
function, then, is the coordination and control of the on-going
data base environment. An important aspect of this coordination
activity involves the development of the data base environment,

including establishment of standards and procedures, analysis of

requirements, and the evaluation and selection of the software
for data base environment (all of which are subsequent tasks).
These functions logically fall within the responsibilities of the
DBA function, and therefore the establishment of the DBA func-
tion as a responsibility of the System Manager of the Operating

Group in the TSC data base environment is essential. Further
discussion of the DBA function is presented in Section C.6 of
this appendix.
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C.2.3 Documentation of the Data Base Administration Requirements

Documentation of the data base administration requirements
will address the tasks and phasing required to establish the data
base environment, as identified in the definition of goals. These
requirements identify the various projects that will result in an
operational integrated data base environment. The technical de-
velopment plan defines specific projects and resources to imple-
ment the data base administration requirements.

C.2.4 Develop Data Collection Standards

A key task in preparing for a data base environment is the
identification and documentation of the existing, and the scoping
of projected, organizational information needs. This task is the
initial effort that is continually refined following establish-
ment of the initial operating capability and is described in
greater detail in Section C.4 of this appendix.

C.2.5 Acquire § Install Data Dictionary

One of the most important tools for the coordination and
control of the data base environment is the Data Dictionary.
The Data Dictionary, if implemented early, can also be used in
the coordination and control of the development process. Thus,
the dictionary can be used to facilitate establishment of the
standards and procedures to be employed in describing data within
the existing and projected environment. These standards and
procedures must address the methods of collecting information,
the forms to be utilized, the data entities to be described, the
data attributes to be described for each entity, and the trans-
actions that operate against these data entities. Establishment
of the data dictionary and these standards and procedures is the
responsibility of the Systems Manager.

The TSC data dictionary is discussed in greater detail in
Section C.5 of this appendix.
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C.2.6 Document the Present and Projected Data Environment

Utilizing the standards and procedures established in the
task described above, the Systems Manager will coordinate the
process of collecting information about data as it currently exists
or is known to be desired. This collection effort may extend at
a later date to the total data environment of the DOT or beyond,
or to a defined subset of the data environment (e.g., one or more
of the functional areas of the DOT). Any effort to initially ex-
tend the defined subset of the total data environment will re-
quire that this same process be the initial task for all future
plans to integrate additional functional areas into the data base

environment.

C.2.7 Analyze Documented Data

Analysis of the data documented in the preceding task will
serve to identify common areas of information by use, to identify
data redundancy and inconsistency, and to provide a perspective
of transaction flow and application interrelationships. This
analysis will form the basis for selecting a nucleus application
area that will represent the first system development effort under
the integrated data base environment. The general processes that
are recommended for such an analysis include the following:

a) Cross-reference of data items by file and report

b) Cross-reference of data items by user, including identi-
fication of access characteristics (response require-
ments, access purpose, etc.)

c) Transaction documentation, cross-referenced to files and
including both input and output events.

It should be noted that the use of the data dictionary system
will assist in the processes of relating data items to files and
reports and of relating data items, files, and reports to users/
applications.
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C.2.8 Select the Nucleus System
' Identification of a nucleus system serves two purposes:

a) defining the initial application(s) to be implemented
in the data base environment; and,

b) providing a basis for a detailed requirements analysis
in preparation for a selection of a Generalized Data
Base Management System (GDBMS) package and a Trans-
action Processor (TP) package.

Guidelines for selecting a prototypical application should in-
clude the following:

1) the selected application should not be overly large or
complex.

2) the selected application area should have a potential
for a noticeable reduction of data redundancy and in-

consistency.

3) the selected application should have interrelation-
ships with other application areas.

4) the selected application should be implementable with-
in a reasonable time frame and involve an area with
high visibility within the organization.

Once the nucleus system is selected, efforts in the selection
and acquisition of a Generalized Data Base Management System and
a Transaction Processor System may begin. Both tasks may pro-
ceed in parallel.

C.2.9 Define the Logical Data Base Structure

Utilizing the data collected and analyzed in earlier phases,
the Systems Manager will combine data items into logical groupings
and combine these logical groupings, or records, into a general
level data base structure, relating the records in the hier-
archical and/or network relationships in such a way as to achieve
the lowest possible level of data redundancy.
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C.2.10 Establish Detailed Data Base Requirements

Examination of the various transactions and activities im-
posed against the data base structure will provide the Systems
Manager with the data necessary to develop the selection criteria
for a Generalized Data Base Management System (GBDMS). Factors
to be considered in this analysis include, by transaction or
activity:

a) transaction volume/frequency

b) response time requirements

c) access key requirements

d) processing mode (random, sequential, serial)

e) records processed per transaction (one, all, subset)

In balancing the requirements of all transactions against the

data base, the Systems Manager will be able to select the optimum
access method and storage strategy for each record, or ‘record
group, in the proposed data base structure. He should assume at
this point of the analysis that all access methods and storage
strategies are available. The results of such an analysis will be
a desired set of capabilities which can then be translated into

selection criteria for a Generalized Data Management System.

C.2.11 Evaluate and Select a Generalized Data Base Management
System

Utilizing the selection criteria developed in the previous

task, the Systems Manager can, if necessary, develop a Request for
Proposal to be delivered to the various Generalized Data Base
Management System vendors, or move to implement on one of the sys-
tems already available to TSC. In the selection process, the
Systems Manager (or the evaluation team) will take into consid-
eration the alternative of in-house development. In addition

to a feature analysis, attention should be given to the following:

a) Ease of implementation

b) Ease of use



c) Resource requirements

d) Vendor Stability

C.2.12 Define Transaction Processing Requirements

The analysis of transaction processing requirements and the
selection of a Transaction Processing System may proceed in par-
allel with the evaluation and selection of a Generalized Data Base
Management System. Definition of transaction requirements will,
in this phase, include identification of transaction character-
istics, analysis of transaction response requirements, and de-
termination of transaction volumes and frequencies.

C.2.13 Establish Detailed Transaction Processing System
Requirements

In this task, the requirements of a Transaction Processing
System will be defined in detail. These requirements will ad-
dress the following:

a) Transaction load

b) Priority scheme

c) Scheduling (of message processing programs)
d) Message switching

e) Logging

f) Transaction recovery and security

g) Terminal suport

C.2.14 Evaluate and Select a Transaction Processing System

Utilizing the requirements established in the previous
task, a Request for Proposal will be issued to prospective vendors,
unless one not currently available to TSC satisfies these re-
quirements. Consideration will also be given to the alternative
of in-house development. In addition to a feature analysis, the
selection process should also address:
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a) Ease of implementation
b) Ease of use

c) Resource requirements
d) Vendor stability

C.2.15 Integrate and Install the Generalized Data Base Management
System and the Transaction Processing System

In this phase, the Generalized Data Base Management System
(GDBMS) and the Transaction Processing (TP) System will be in-
tegrated, tested and accepted. The Systems Manager will be re-
sponsible for establishing the testing procedures and acceptance
criteria.

C.2.16 Develop Standards and Procedures for the Data Base
Environment

After selection of the software components for the data
base environment, and in conjunction with the integration and
installation of these components, the Systems Manager will begin
the development of standards and procedures for managing and con-
trolling the environment. These standards and procedures will
encompass the following areas:

a) Data collection and analysis - standards and pro-
cedures for collecting data on new applications se-
lected for integration into the data base environ-
ment and for analyzing this data in relation to the
characteristics of the data base environment.

b) Data dictionary - standards and procedures for de-
fining data items, data records, data structures,

programs, and systems in the data base environment.
c) Data identification conventions
d) Validation Tules

e) GDBMS usage - standards and procedures for using the
features of the GDBMS, directed toward the users of
the GDBMS. '

C-22



f)

g)

h)

j)

k)

1)

m)

n)

TP System usage - standards and procedures for using
the features of the Transaction Processing System,
directed toward the users of the Transaction Processing
System.

Data base design - standards and procedures for use in
the design and maintenance of data base structures.
These standards and procedures will include:

- access strategies

- storage strategies

- design considerations (structuring)
- restructuring/redefinition

User chargeback - standards and procedures for allo-
cating the costs of the data base environment to the
user.

Security/Integrity - standards and procedures for
assigning and controlling data base access authoriza-
tion.

Activity monitoring - standards and procedures for
monitoring activity in the data base environment at
both the Transaction Processing System and GDBMS
levels.

Application design specification - standards and pro-
cedures for documenting application design specifica-
tions.

Application documentation - standards and procedures
for documenting an operational application.

Testing - standards and procedures for testing and
accepting new applications in the data base environ-
ment.

Operations - standards and procedures for operating
the data base environment.

C-23



o) Environment maintenance - standards and procedures for
system software maintenance, includirg the Operating
System, the Transaction Processing System, and the
GDBMS.

p) Environment documentation - standards and procedures
for documenting the data base environment and its

hardware/software components.

Upon completion of the above described tasks, the data base en-
vironment may be considered operational. It is recommended that
at this point, design, development, and implementation of the
nucleus system, identified during the establishment of the data
base environment commence. Development of the nucleus applica-
tion and all future applications within the data base environ-
ment will be coordinated by the Systems Manager and will con-
form to the standards and procedures established under the pre-
vious task.

In summary, the fundamental structure to the operating data
base environment provides the blue-print for its development and
on-going operation. The remaining sections of this appendix pro-
vide procedures and standard practices recommended for imple-

mentation in the TSC data base environment.

C.3 DEFINITION OF DATA

A methodology for formally defining TSC data is essential
for the coordinated and controlled implementation of a data base
environment. The process of defining data will contribute sig-
nificantly to an understanding of the current TSC environment by
providing information relative to the sources of data, the con-
tents of various data collectionms, and the usage of data. Further-
more, the data definition activity will facilitate the process of
projecting and ascertaining long-term information requirements.
Finally, the process of data definition itself is an integral
element of the system's design effort directed at fulfilling
these long-term information requirements.
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A distinct advantage for TSC lies in utilizing a uniform
methodology for data definition in terms of coordination and con-
trol, since the DOT universe of data resources is a somewhat het-
erogeneous collection of data describing a myriad of different
entities and relationships. In some cases actual data collections
will exist within the DOT processing environment; in other in-
stances, collections of data will exist externally to the DOT en-
vironment and will merely be described and referenced in the data
base. Establishing a central control over these resources de-
mands a precise and consistent method for describing and defin-
ing the nature and contents of all data resources. Thus, re-
gardless of whether we are dealing with a textual collection of
data, a time series, tabular material, or a description of a data
collection available elsewhere, uniform procedures for defining
the data resources are required. These standards, reflecting the
availability and utilization of data, will support the coordin-
ation, control data collection, storage, maintenance, and dis-

semination of data; i.e., the function of data base management.

C.3.1 Data Entities

The basic foundation for a uniform methodology of data de-
finition is the hierarchy of data entities which comprise the
universe of data resources. A data entity is basically a unit
of data, formally defined as a named collection of data. This

structure of data entities forms the basis for defining collec-
tions of data and subsequently referencing them. Definitions
for each entity follow below:

a) Data Base: A named collection of units of physical
data, organized and related to each other
in a specified manner.

b) Data Area: A named sub-division of the physically
addressable storage space in the data
base, which may contain occurrences of
records/sets (or parts thereof) of vari-
ous types. Also referred to as a Data
File or Data Collection.
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c) Data Record: A collection of aggregates, groups Or seg-

ments that are processed by application
programs. Named collections of these re-
cords are referred to as sets.

d) Data Aggregate: A collection of data elements normally
referred to one at a time; also referred
to as Data Segment or Data Group.

e) Data Element: Informational units with unique meaning

and sub-categories (data items) of dis-
tinct units or values; also classes of
data, with data items as members of the
class (e.g., Date).

f) Data Item: A single named data entity containing no
substructure; the lowest level of ad-
dressable data in which data value(s) are
physically stored. Also referred to as
a Data Field (e.g., Mo - Day).

It should be noted that in describing a particular collec-
tion of data one need not use each and every level of the data
entity hierarchy. In general, from a procedural viewpoint the
top and bottom levels of the hierarchy are identified and then
appropriate intermediate levels are labeled. A very common ex-
ample of the data element is found in the use of the 'date".
Usually, a date is represented as month, day, and year (mmddyy);
each containing two digits. Each of these two digit units of
data are referred to as data items, whereas the three collectively
are referred to as a data element.

C.3.2 Data Attributes

The attributes, or characteristics, of data entities com-
prising the data base are used to specifically define the con-
tents of the data bsse. These data attributes are essentially
the contents of the data dictionary. An entry in a data dic-
tionary is comprised of all the data attributes which define a
specific data entity. In order to establish the proper
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perspective for the ensuing discussion of guidelines and pro-
cedures for data collection and analysis, a general classifica-
tion and description of these data attributes is presented. Sub-
sequently, when presenting the guidelines and procedures relative
to the data dictionary, the subject of data attributes will be
further expanded.

Data attributes, or entity descriptors, may apply to all or
some of the data entities in the hierarchy. For example, the at-
tribute '"'name" applies to all data entities, whereas the attri-
bute '"source" could only apply to the level of the hierarchy
being addressed (e.g., data collection). Thus, the following
classification of data attributes applies to varying levels of
the data entity hierarchy.

a) Identification of Data - This class of attributes pro-

vides for unique identification of each data entity.
Specifically, names, short designators (labels), text-
ual descriptions and synonym names would be specified.

b) Source of Data - This category relates to the original

source of the data entity being described. Organiza-
tion, documents, and algorithms are examples of sources
from which data may be obtained. If a data entity
originates from a transaction, then that transaction
would be identified.

c) Type of Data - Data entities may be quantitative or

qualitative in nature. Data that is textual should be
specified as such, as opposed to other data collec-

tions which are quantitative measurements and statistics.
Types might include: amount(s), code, name, percent,
etc.

d) Use of Data - The mode of representation and the media
upon which the data entity is stored falls into this
class. In this category both internal and external
users of the data entity are also recorded. This in-
cludes programs, reports and, if appropriate, end
users.
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e) Qualification of Data - This category indicates the con-
ditions or context in which the data entity is furnished

for general use. The accuracy of quantitative entities
would be indicated and the time dependencies such as fre-
quency of update or age would be included. Of primary
importance also are the accessing rules and edit/valida-
tion constraints.

f) Relationships of Data - This category addresses the re-
lationship of each data entity to other entities in the
hierarchy. Membership in data bases, data collections,
records, groups, etc., would be specified.

In summary, the foundation of TSC guidelines and procedures
for the definition and specification of a data base environment is
this uniform methodology for describing collections of data. The
hierarchy of data entities, and the data attributes used to des-
cribe these entities, will provide the basis for the guidelines
and procedures for data collection, development of a data dic-
tionary, specifying data structures and for providing administra-
tive control over the data base environment.

C.4 DATA COLLECTION

The first task in the phased development of a data-base-
supported information system at the TSC is the collection of data
relative to the current information handling environment. The
objectives of data collection will be to:

a) Provide basic information which will facilitate the
analysis of the current environment;

b) Provide a basis for determining data relationships -- a
pre-requisite to the data base design and structuring
process;

c) Provide definitions of data entities which are essen-
tial for input to the data dictionary.
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Thus, the data collection process is intended to provide a
base of information for use in data source identification, systems
analysis and data base design. It will further serve to identify
possible data redundancies, data sets and their contents, and ulti-
mately the requirements of users and/or systems for access to units
of data. As such, the information collected should be considered
as necessary to the definition of data base contents, and data
base structure.

There are five basic tasks to be performed in the data col-
lection process, as follows:

1) Identification of Data Sources

2) Documentation of Data Sources

3) Data Reduction

4) Data Analysis

5) Assessment of Future Requirements

The remainder of this section is devoted to the presentation of
guidelines and procedures for the performance of these five data
collection tasks.

C.4.1 Identification of Data Sources

The first step in collecting data relative to current in-
formation handling is the identification of the sources from
which TSC information is acquired. The next important step is to
identify unique characteristics which may affect data 'capture"
from these sources and to emphasize the specification of the
appropriate data attributes which apply to the adequate de-
scription of these sources of data.

The identification of data originating within DOT is facili-
tated by the greater degree of centralized control which exists,
thereby making information about these collections of data more
readily available. However, for externally-generated data which
is to be captured in total, summarized, or referenced within the
TSC Data Base, some difficulty in providing for centralized
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control and in specifying some of the data attributes relative to
these collections of data can be anticipated. For example, col-
lections of data generated by the use of survey methodology should
include the type of methodology employed in order to facilitate
comparisons and other types of analysis. Methodology information
would be readily available for DOT- conducted surveys. However,
for surveys conducted by other agencies or private organizations,
methodology information would likely not be so readily available
and its acquisition would have to be emphasized. If such qualify-
ing information is not made available to users of the TSC data
base, requestors will tend to go to the primary sources for it,
thus diminishing the effectiveness of centralized control over
transportation data.

C.4.2 Documentation of Data Sources

The documenation of the data sources identified in the pre-
vious step represents the initial phase of the development of a
TSC Data Dictionary. This initial phase of Data Dictionary de-
velopment will take the form of a Data Catalog of major sources
of transportation data.

The Data Catalog will be comprised of data attributes de-
scribing the transportation data available from various sources.
Since the objective of the Data Catalog is to increase visibility
and accessibility through centralized control, the data attributes
chosen will emphasize those characteristics which contribute to
increased visibility and accessibility. Thus, for example, in
documenting a source both the name and address of the supplying
organization will be included, as will special attributes speci-
fying availability of data collections.

It should be noted that the data attributes of the Data
Catalog apply to only one level of the data entity hierarchy.
It is in this respect that the Data Catalog represents an initial
step toward a full-blown Data Dictionary. The Data Catalog ad-
dresses transportation data at the collection/file/area level of
the hierarchy, thereby providing,at the earliest possible stage,
an index and reference for users of the TSC Data Base.

C-30



The data attributes for the Data Catalog are identified in
paragraphs C.4.2.1 thru C.4.2.6 to highlight the desirability for
this type of information. It is recognized that data for all of
these attributes may not be readily available. However, the
absence of data for an attribute should not preclude inclusion of
the attribute, since for subsequent entries such data may be avail-
able.

Paragraphs C.4.2.1 thru C.4.2.6 are organized according to
the categories of data attributes presented in Section C.3.

C.4.2.1 1Identification of Data
a) Name - The official title of the data collection.

b) Label - The official label assigned to the data col-
lection. This label is usually in the form of an
"identification number." It should be noted that there
may be more than one label, corresponding, for example
to a DOT assigned ID number and a number assigned by
the source organization, it is external.

c) Classification - A general coded category specifying

the nature of the data collection. For example, if all
transportation data were classified into categories of
Mode, Source, Geographic Scope, and Commodity (Goods),
then a data collection might be classified by using a
four part code corresponding to these categories.

d) Abstract - A textual description of the general content
of the data collection. The abstract should be worded
very carefully so as to avoid ambiguities. Additionally,
this attribute should include anything deemed to be
unique about the data collection which was not specified
in other attributes.

e) TSC Dictionary Reference - A cross-reference to the TSC

Data Dictionary entry describing the data collection.
The reference should be in TSC standard format/termin-
ology to be developed for the dictionary.



f) EDP Labels - The label assigned to this data collection

C.4.2.2

for the purpose of referring to it in an EDP environ-
ment. For example, the Data Set name or the File name.

Source of Data

a) Source - The name and address of the organization from

b)

which the data collection is available. The entry in
this case should be specific enough to allow the user to
make direct contact with the source (if this is appro-
priate).

Source Documentation - A reference to, and a description

of, documentation supplied by the source organization
about the data collection. Such documentation might be
relative to the content (data item names § format),
physical attributes/characteristics of data items, and
various access or usage rules. It should be noted that
in essence this entry is a reference to Data Catalog

type information available in the source organization.

Entry Source - For internal DOT data collections de-
rived from external sources, the entry source docu-
ment should be identified. For example, if special

forms were prepared from externally-provided data,
these forms should be identified. The organization or
individual responsible for the preparation of these
documents should also be specified.

C.4.2.3 Type of Data

This category of data attributes does not apply to the speci-
fication at this level of the data entity hierarchy; i.e., data
collections. It refers primarily to the lowest three levels of
the hierarchy.

C.4.2.4 Use of Data

a)

Availability - A statement of availability of the data
collection, including limitations and/or constraints.
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b)

c)

d)

C.4.2.5
a)

b)

c)

One type of constraint would be the access Tules estab-
lished to ensure the privacy (unintentional breach) and
security (intentional breach) of the TSC data base.

Media - A description of the physical storage media in
which the data collection resides.

Representation - A description of the coding scheme used

to represent the information in the physical media.

Also of interest would be the amount of space (including
record length, block size and format) taken on the media
to represent the data collection, since this may have a
bearing on the request. Additionally, a description of
how the data collection is represented in the output
would be useful.

Hardware/Software Considerations - A list of the hard-

ware and software factors which may effect the acqui-
sition or use of the data collection. Among these would
be the computer on which the data collection was gener-
ated, the system software (e.g., 0S/370) under which

the data collection was created, and any other special
software requirements (e.g., data base management system
constraints, or query language requirements).

Qualification of Data

TSC Access Control - A reference to the TSC Standards
and Procedures qualifying the usage of the data col-

lection.

Access Keys - Identification of the control and/or ac-

cess keys of the data collection. For example, if a

time series of commodity transportation data could be
accessed by the type of goods transported, this data

item would be identified as an accessing key.

Acquisition Cost - An indication of the price or charge

for the use of or access to the data collection. If
TSC were to charge for their services this would apply
to internal as well as external data sources.
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d) Content Integrity - An indication of the level of con-

fidence a user might place upon the data collection.

It may be advisable to develop a confidence coeffi-
cient based on a combination of pertinent factors, such
as:

1) collection methodology; e.g., observation, in-
terview, mail questionnaire.

2) scope or completeness of data; e.g., sample
versus universe, summary versus detail.

3) validation rules applied.

4) for external sources, an indication of services
level and support.

C.4.2.6 Relationships of Data

a) Data Organization - Description of the sequencing and/

or partitioning of the data collection. If the data
collection is organized as a time series, this would
be noted. For large data collections that include
indices, these would be described.

b) Data Structure - Description of membership in a data

base (external or internal). Some unique aspect of the
data structure within the data collection might also
be included.

C.4.3 Data Reduction and Analysis

In practice, these last two steps of the data collection
process will be performed concurrently. The activities of data
reduction and analysis will involve the use of special forms to
assist in reducing the information collected about information
handling into a manageable form. Thus, proper use of these
forms will involve a certain degree of data analysis. Addition-
ally, at this time, as assessment of future TSC information needs
would be made. This can be accomplished through intrviews with

users and observations of current usage patterns. Thus, the data



collection phase of the data base development effort will provide
the foundation for a data-base-supported information system
environment based on documented requirements and future needs.

Special forms projected for use in data reduction and analy-
sis activities are discussed in Subsections C.4.3.1 and C.4.3.2,
following. The assessment of future needs is covered in Sub-
section C.4.3.3.

C.4.3.1 The Data Cross-Reference Matrix Form

This matrix can be used as a tool to assist in the reduc-
tion and analysis of data collected about current information
handling. The purpose of the form is to provide a convenient
vehicle for the identification of the sources, contents and users
of all data collections and/or reports in the current transpor-
tation data environment at TSC. The form would be filled with
information obtained from the Data Catalog and from the Data
Dictionary (relating to data aggregates, elements and items).

The information entered on the completed form serves
several purposes:

a) Identification of those data entities that appear to be
redundant, in that they are substructures of multiple
data collections, or components of multiple reports.

It is important to recognize, however, that this form
provides only a preliminary identification of redun-
dancies (specifically, those data entities identified
by a common name). Ultimate determination of re-
dundancy will depend upon a direct comparison of data
entity attribute descriptions in the Data Dictionary.

b) Definition of all user and function reference and/or
access to data collections and reports for further
analysis.

c) Identification of users and/or functional areas that may
have access to, or receive, multiple reports containing
essentially the same data entities, with perhaps only



a 10-20% uniqueness factor. Often, this discovery may
result in a direct reduction in processing required.

d) Identification of multiple users of the same data en-
tities. This will provide an advantage in exercising
centralized and coordinated control over the transpor-
tation data resources at DOT.

Figure C-6 depicts a typical layout for the Data Entity

Cross-Reference Matrix. Note the significance of the inter-

sections of each row and column of the matrix. The existence

of an intersection is indicated by filling in the intersect box
with a user's code showing who the user is of that data collec-
tion (column) containing the particular data entity (row). 1If a
data entiry (or group of data entities) appears in more than one
intersection there may be concern for redundancy. The stipula-
tion of multiple users in intersect boxes indicates shared use of
data and a possible need for coordination and control. Additional
information can be put on this type of form (in the intersect
boxes) relative to the functional access and response time re-
quirements for particular users for specific data entities ap-
pearing in certain data collections. Considerations relevant to
functional access and response time requirements are:

a) Functional Access - The following six functions will be

used to indicate various levels of access to data en-
tities and/or their subdivisions.

1) Global - The right to change the contents of any
data item, including control keys. Thus, for ex-
ample, with such access rights the criteria for
retrieval for an entire data collection might be
altered.

2) Delete - The right to unconditionally delete a
record or set of records from the data base. This
includes the right of deletion of a unique occur-
rence, of all its member records, and of all the
occurrences of the specific record-type. With
this access right a user might delete an entire
data collection.
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b)

3) Remove - The right to remove a single occurrence of
unique record-type. Deletion from the data base is
not implied.

4) Modify - The right to change the contents or value
of data items, epecifically excluding control keys.

5) Add - The right to add a new data entity (occurence
of data) to the data base.

6) Inquiry - The right of inquiry (retrieval only)
to data entities in the data base.

It should be noted that these six types of functional ac-
cess are listed from highest to lowest in terms of access
rights. Thus, from a procedural viewpoint it is only ne-
cessary to specify the highest applicable access right,
thus implying the lower types of access rights.

For the TSC data base, it is important to recognize that
for transportation information stored and maintained
externally, the access rights will usually be limited
to inquiry. However, for the reference maintained in-
ternally in the TSC data base, it will still be neces-
sary to specify higher levels of access rights. Thus,
for example, for Air Cargo, Airport Activity Statistics
maintained by the Federal Aviation Administration, the
access rights will be inquiry. However, for the ref-
erence to this data collection maintained in the TSC
data base, the access rights would necessarily be
higher.

Response Time Requirements - Response time requirements

can be indicated for particular users relative to spe-
cific data entities by also including this type of in-
formation in the intersect boxes of the Data Entity
Cross-Reference Matrix. A simple three-level break-

down of possible response requirements seems appro-
priate for the TSC data base, as follows:
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1) Immediate - Less than three minutes. This would
generally be considered a real-time requirement and
would be quite rare in the TSC environment. It is
included for completeness.

2) Rapid - Under thirty minutes. This response re-
quirement would not necessarily indicate an on-
line environment. For the TSC it is more likely
that this would call for a centralized operation
at a remote site for the processing of requests and
the dissemination (possibly manually) of informa-
tion to users.

3) Scheduled - A scheduled response might range from
the same day to overnight or even longer.

From a procedural viewpoint, in filling in the Data Entity

Cross-Reference Matrix with functional access and response time

requirements, it would be useful to use codes as a shorthand
method to make these entries. Thus a coded entry might look like,
"4-S", (using the level of access of the function and the first
letter of the response time) indicating the need to add new re-
cord(s) to the data base on a scheduled basis.

C.4.3.2 Data/User Matrix

Another form which will be useful in data reduction and an-
alysis is the Data/User Matrix. This form is essentially an in-

version of the Data Entity Cross-Reference Matrix: the users on
the horizontal axis (columns) instead of the data collections
and/or reports. The body of the matrix (intersect boxes) should
be used primarily to indicate the functional/response require-
ments mentioned earlier. The completed Data/User Matrix will be
most useful in providing the data base designer with an over-
view of user data requirements, (in a consistent, consolidated

format,)) suitable for performing analyses which can be used in the
development of an appropriate data base structure for the TSC
environment. In addition, the information obtained will provide
the basis for an effective access control procedure (security)
for protecting the TSC data base against deliberate or inadver-
tent access and/or destruction.
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C.4.3.3 Assessment of Future Needs

Possibly the most important aspect of the data collection
process is the assessment of future requirements and its effect
on the TSC information system. This need for assessing future
requirements will be essentially fulfilled by conducting a pro-
gram of data gathering based on interviews. The objective of the
program will be to ascertain the nature and type of service the
TSC information system will be required to provide for its users.
Good interviewing techniques, of course, are essential to assure
that the data gathering process is effective. The following
guidelines for use in the interviews have been prepared to assist
in achieving such effectiveness.

a) Plan and schedule interviews well in advance.
b) Prepare several key questions prior to the interview.

c) Respect the subjects position, time, experience and
opinions.

d) Listen for the significance of what the subject says,
not just what he says.

e) Document the interview as soon as possible. Don't
write the documentation during the interviews. A gen-
eralized form should be utilized to ensure recording
of key data.

f) Always be sure that the subject's manager is aware of
the occurrence and purpose for the interview.

g) Don't believe everything you hear, particularly a find-
ing which appears significant. Separate, but document,
opinion as well as fact.

h) Cross-check by interviewing the ''receiver'", as well as
the "sender", of information.

i) Review or copy significant documents during the session
to avoid having to return. Identify documents with
subject.



j) Recap your findings with the subject to ensure com-
plete understanding.

k) If working in teams, take the time daily to review your
mutual findings. This will help in ensuring complete
coverage and cross-checking, and in establishing direc-
tion for subsequent interviews.

1) Ask the question, "What would you do if you were

higher management?"

m) Don't discuss preliminary conclusions with anyone other
than the team.

n) Don't get involved with day-to-day problems.

0) The subject will tell you only what he wants you to know
and avoid all areas which may be potentially embar-
rassing or incriminating. Therefore, he must be assured
that all comments are confidential.

P) Deep-seated resentment can be developed against out-
siders who imply things, or who convey an attitude of
being out to '"clean up this mess'" -- the subject may
have been instrumental in creating the ''mess".

C.4.4 Summary

In summary, the data collection process is the first step in
developing a centralized information utility function for the
handling of transportation information at TSC. Information
gathered in the data collection phase will provide insight into
the current environment and help mold the design of the future
data supported information system for TSC.

C.5 DATA DICTIONARY

The data dictionary is designed to be the primary tool to be
used by the TSC to achieve centralized control over its data
resources. The data dictionary will be the single authoritative
source of definitive information on TSC data entities, their use
and their interrelationships, in a standard organization and
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format. Through implementing the data dictionary early in the de-
velopment of a TSC data base environment, TSC will have a means of
monitoring and controlling data resources without actually having

possessed integrated and centralized data itself. Instead, at

the outset, information about data entities will be integrated

and centralized in a single system and will be available to end
users, the data administrator, and systems designers for their
respective uses. Subsequently, in later phases, as the TSC data
base environment matures, the data dictionary functions will
gradually expand to include automatic control and monitoring.

C.5.1 Functions of the Data Dictionary

The data dictionary will function as a tool in: (1) carry-
ing out the activities of data base development, and (2) serving
the central control mechanism in the on-going environment, which
will include a requirement to communicate to the outside world
information on the size and sources of transportation related data
bases through publication of the Data Catalog. Included among
the activities which the data dictionary will support are:

a) Data Collection
b) Data Analysis § Reduction
Among the function an on-going data dictionary will be:
c) Data Documentation
d) Data Standardization

e) Data Dictionary Publication

€.5.1.1 Supporting Data Collection

The data collection process is predicated on the clear and
concise definition of current and future information needs in the
TSC environment. This can only be accomplished by using the data
dictionary as a tool to maintain clear specifications of the data
entities in the TSC environment and the access requirements. In
order to design the appropriate flow of information for the fu-
ture the system designers will reiy on the data dictionary to
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provide them with specifications and descriptions of all data
entities currently in the TSC environment. Thus, the data dic-
tionary should be established as the data collection process be-
gins so that it can serve as the central control point for data
description and specification, throughout the entire data base pro-
gram. Development of the Data Catalog is the initial step in

this direction.

C.5.1.2 Supporting Data Analysis and Reduction

The data dictionary will provide TSC analysts and data
base designers with a mechanism for detecting inconsistent and/or
redundant data entities. In general, it should be noted that
there are two types of redundancies. The first is technical re-
dundancy which is knowingly built into data collections because
of existing technological tradeoffs and the need to relate sampled
data to its universe. Data base management software attempts to
minimize this type of redundancy in order to conserve on storage;
the data dictionary will serve to maintain consistency between
duplicated data entities.

The second type of redundancy, the inadvertent type, should
never be tolerated and where possible should always be eliminated
when detected. The data dictionary, by providing precise speci-
fications of data entities, will facilitate the comparison of sus-
pected areas of redundancies. Furthermore, the data dictionary
should have the capability to highlight these suspected areas.
This can be accomplished by utilizing standard conventions for
specifying data entity designators and using Key Word Qut of Con-
text listings to detect areas of similarity.

C.5.1.3 Data Documentation

In an on-going sense the data dictionary will provide for
certain documentation and procedural aspects of data definition.
Thus, the data dictionary will be the repository for information
concerning all data attributes. Included will be: the sources
and users of data collections; the location and availability of
data collections; and the documentation of security and access
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limitations for data entities. These attributes are mentioned
because, as documentation requirements, they are of particular
importance in the TSC environment.

Identification of the sources of data entities will be im-
portant because they are attributes which almost every user of
transportation data will require. Documentation of the users of
these same data entities will be equally important to insure
against unintentional deletion from the data base. For example,
since it is expected that many data entities will be shared by
many different users, it will be necessary for the Systems Man-
ager to insure that there is no further need among all users of
a particular data collection prior to making a decision to delete.

In addition, in the TSC environment (where physically the
data base will be located on many different machines and dis-
persed over a large geographical area), the locations (accessi-
bility and availability) of data collections will, in themselves,
be important attributes to document. Finally, in dealing with
transportation data collections which include a wide spectrum of
sensitive information, it will be necessary to maintain an ac-
curate account of the security and rules for accessing the data
base.

Another aspect of data documentation relates to the data
documentation requirements inherent in the systems development
process for TSC applications. For each application system de-
signed and implemented in the TSC environment, it will be neces-
sary to document the manner in which the data is used and mani-
pulated in that application (i.e., the data specification aspects
of systems documentation). Specifically, this includes record
and file layouts, data definition portions of application pro-
grams and, in some cases, input and output formats. The data
dictionary will provide documentation support in all these areas.

C.5.1.4 Data Standardization

The need for the establishment and enforcement of standards
relating to data usage and responsibility is accentuated in the
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TSC environment where extensive sharing of data is expected. Since
the users of the TSC data base will be geographically dispersed and
the types of data accordingly diversified, standardization will be
required for formats, the meanings of terminology, and the use of
codes simply to understand and use the material.

One important aspect of data standards sometimes over-
looked relates to data editing and validation standards. In deal-
ing with the proposed TSC-type data base in which input sources
are primarily external, it will be imperative to establish strin-
gent edit and validation requirements to insure maximum integrity
of the data base content. If these edit and validation rules are
not uniformly applied to all data base inputs (no matter what is
the source), the consistency of the content will suffer. The data
dictionary should be used to record these standards for editing
and validating input. In later stages of data base development
the data dictionary can be interfaced directly with the software
programs performing edit-and-validate functions, therebe ensuring
maximum control over the input process.

Using the data dictionary to ensure the consistent usage of
redundant data entities will be another aspect of data standard-
ization. As previously mentioned, redundancy may be tolerated
due to certain technological trade-offs. However, it then be-
comes imperative that the use of the duplicated data entities be
consistent. This can be accomplished with the data dictionary,
by using cross-referencing and/or version designation.

C.5.1.5 Data Dictionary Publication

Although the data dictionary will be part of the data base
system itself and will exist in both machine readable and hard
copy form, its publication will be a necessary part of communi-
cating throughout TSC the size, scope, and specific holdings,
rights, and access rules for use by analysts and other interested
parties. The publication will take two forms. A frequently
issued data catalog and its supplements will provide the basis for
analysts to monitor and review holdings in a general way. The
data catalog will include the basic contents of the data dictionary
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described in Section C.5.2 in an abstracted narrative style. The
details of the data dictionary will be published annually and dis-
tributed as appropriate.

C.5.2 Contents of the Data Dictionary

The attributes of data entities make up the contents of the
Data Dictionary. These attributes describe each data entity to
the extent necessary to serve the functions of the Data Dictionary.
Subsections C.5.2.1 thru C.5.2.7 review the data attributes to be
included in the TSC Data Dictionary. The subsections are organ-
ized according to the classification of data attributes presented
in Section C.3.

C.5.2.1 Identification of Data

a) Label - A unique identifier differentiating the data
entity from all others in the dictionary. The label
will usually be in the form of an "identification num-
ber." Careful attention should be given in designing
this number, specifically with regard to:

1) expansion
2) coding structure

3) readily recognizable and easily transmitted by
humans.

This label will be used in all referencing to Data
Dictionary entities.

b) Name - The short (sometimes official) title or desig-
nation used by general users of the data entity. Ex-
amples of such names are the COBOL name of a data item
or the title of a data collection.

c) Description - A textual description of the general con-
tent and purpose of the data entity. The description
should be worded carefully to avoid ambiguities. Ad-
ditionally, the description should be used to note

unique aspects of the data entity not covered elsewhere
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d)

in the dictionary. For example in the case of data items
that contain codes, a description of each code value
should be provided. If the code list is extensive, the
entry should indicate where code values are explained
(e.g., data set containing a table).

Designator - A short user-oriented identifier constructed
from a controlled list of key-words. This is the des-
cription that will provide a rudimentary indication of
possible redundancies and/or inconsistencies. The Data
Dictionary system should provide a Key-Word Qut-of-Con-
text (KWOC) index of these key words, as related to dic-
tionary labels, so that an analyst looking at a proposed
new element and knowing only its general meaning can
choose some key-words and use the index to determine
whether the element has been previously defined. Another
use could be to group data entities with equal or similar
sets of key-words (one-match, two-matches, etc.) and

then to analyze them for redundancy and/or inconsistency.
Still another use could be for a spontaneous user of the
TSC data base to apply the same technique to find the
description of a certain data entiry, knowing only its
general meaning.

e) Synonym - A pointer (using the label) to another data

f)

entity described in the dictionary that has the same
meaning, but a different label. It is very likely that
the two entity descriptions will have identical or sim-
ilar designators, but this fact in itself is not suf-
ficient to assume that the synonyms are the same. As-
sume, for example, that the designators for two ele-
ments are the same, but the source or frequency of up-
date or the input validation criteria are different.

Version - A number assigned when a new entity descrip-
tion is created with the same meaning and 1label as a
previously defined entity. For example, a new version
of a census survey having slight differences in com-
position from a previous version that may eventually
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g)

h)

i)

i)

C.5.2.2
a)

b)

replace the currently used version. The combination of
label and version is used to identify a specific data
entity in the dictionary.

Generation - An indication of the number of history back-
up versions (i.e., grandfather, father, son) maintained
for the data entity.

Location - An indication of where the data entiry is
stored. Geographic system and device location should
be noted.

Classification - A general coded category specifying
the nature of the data entity. For example, if all

transportation data were classified into categories of
Mode, Source, Geographic Scope, and Commodity (Goods),
then a data entity might be classified by using a four
part code corresponding to these categories.

EDP Labels - The label assigned to this data entity for
the purpose of referring to it in an EDP environment.
For example the Data Set name or the File Name.

Source of Data

Source - The name and address of the organization from
which the data entity is available. The entry in this
case should be specific enough to allow the user to
make direct contact with the source (if this is appro-
priate).

Source Documentation - A reference to, and a descrip-

tion of, documentation supplied by the source organ-
ization about the data entity. Such documentation
might be relative to the content (data item names §
format), physical attributes/characteristics of data
items, and various access or usage rules. It should be
noted that, in essence, this entry is a reference to
Data Dictionary type information available in the
source organization.

C
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c) Entry Source - For internal TSC data entities derived

from external sources, the entry soutrce document should
be identified. For example, if special forms were
prepared from externally provided data, these forms
should be identified. The organization or individual
responsible for the preparation of these documents
should also be specified.

d) Content Responsibility - The name of the individual or
organizational unit responsible for the data entry (rel-
ative to this data entity) at its source. This attri-

bute is useful to the Systems Manager in establishing
and maintaining data integrity at the source level,

e) Derivation Algorithm - A description of how a calculated
data item (an item that is derived from another item),
is obtained and which data items are involved in the

calculation. The description can be free-text or in a
formal programming language (e.g., PL/I).

C.5.2.3 Type of Data

a) Data Type - An indication of the type of data entity
(i.e., quantitative or qualitative). A suggested list
of data types follows:

1) Name - Data, whether alphabetic or numeric, which
identifies specific entities (as opposed to CODES

which identify classifications of entities). This

would include air carrier names or numbers, geo-
graphical codes, flight numbers, originating and
destinating airports.

2) Code - Data which identifies classifications of
entities such as modes of transportation, trans-
action codes, and standard industrial codes.

3) Count - Number of or quantity (including frac-
trions and percentages) of anything except dollar
or monetary amounts.
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4)

5)

6)

7)

8)

9)

Amount - Quantity of dollars or other monetary
amounts.

Date - Date, whether year-month-day, or month-
day-year, or month, or day-month, or year, or
only the last two digits of year, etc.

Text - Data of relatively informative and unde-
fined content, such as '"remarks" or '"descrip-
tions" or '"free-form narrative."

Flag - A code expressed as a bit or byte and
limited to two conditions (e.g., yes/no, presence/
absence, on/off, etc.).

Control - Information used primarily for control
of other information during processing (e.g.,
delimeters and carriage control characters).

Constant - Data which has a constant value always
associated with it (e.g., a message).

C.5.2.4 Use of Data

a)

b)

Media - A description of the physical storage upon which

the data entity resides (e.g., card, disk, tape, etc.).

Representation - A description of how the data entity

is represented on physical storage and how it is rep-

resented to users. A number of sub-attributes may be

specified here.

1)

2)

3)

4)

Length - The length of the data entity, expressed
as "number of characters."

Mode - The internal representation (e.g., bit
string, packed decimal, etc.).

Justification - right or left. Includes also

padding, if present.

Picture - A description how the data entity is
represented for display purposes, including edit
marks.



d)

f)

g)

5) Decode Method - If the data entity is encoded, en-
crypted, or compacted, a description of the decod-

ing scheme. For security purposes, a reference
to where and how the decoding scheme can be found
might be used.

6) Format - The block size and format (e.g., fixed
or variable length).

Volume of data - An indication of the amount of data in

the data entity. This may be expressed in terms of num-
ber of characters, or by some other standard means (e.g.,
number of records).

Growth Factor - An indication of the expected growth

of the data entity, or the specified period of time of
its reporting frequency.

Security - A description of the level of security to be
exercised relative to the availability of the data entity
to users. This should be described in two parts.

1) Access Level - A code indicating one of six

access levels (previously defined in Section
C.4).

2) Security Level - A code to indicate the level of

confidentiality or secrecy for the data entity
(i.e., who may have the defined level of access).

Thus, the combination of Access Level and Security Level
defines by whom, and how, the data entity may be
accessed.

Frequency of Use - An indication of how often the data

entity is referenced by users.

Users - A list of the users of the data entity both in-
ternal and external. A primary user should be desig-
nated if possible. Programs should also be considered
as users so that a list of programs referencing the
data entity should be included. Additionally, reports
in which the data entity appears should be specified.
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h) Hardware/Software Considerations - A list of the hard-

C.5.2.5
a)

b)

c)

d)

e)

£)

g)

ware and software factors which may - -affect the acquisi-
tion or use of the data entity. Among these would be
the computer on which the data entity was generated, the
software (e.g., 0S/370) under which the data entity was
created, and any other special software requirements
(e.g., a generalized data base management system con-
straint, or query language requirements).

Qualifications of Data

DOT Access Control - A reference to the DOT Standards

and Procedures qualifying the usage of the data entity.

Access Keys - Identification of the control and/or access
keys of the data entity. 1In the case of a data item
which is itself a key, it would be so indicated.

Index - An indication of the type of index which may
exist for the data entity. If the data entity is part
of an index, it would be so indicated.

Edit Rules - A description of the edit rules applied to
the data which comprises or updates this data entity.
For example, if certain contents are mandatory, or if
value ranges or default values exist, these would be
described.

Precision - A description of the precision of numeric
values, such as decimal placement and statistical
confidence limits.

Unit - The unit of measure for numeric values, such as
pounds, inches, dollars, etc.

Status - An indication of the status of the data entity,
in the TSC environment. For example, in cases of shared
data where multiple users must concur with a single
representation, four levels of status might be used.

1) proposed

2) concurred

(o]
'
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3) approved
4) effective

It is suggested that a date be used to indicate, "as
of when," for the specified status.

h) Frequency of Update - An indication of how often the
data entity is updated. A date of last update should
be provided.

i) Acquisition Cost - An indication of the price or charge
for the use of, or access to, the data entity. If TSC
were to charge for their services, this would apply to

internal as well as external data sources.

j) Content Integrity - An indication of the level of con-
fidence a user might place upon the data entity. It may
be advisable to develop a confidence coefficient based
on a combination of pertinent factors, such as:

1) collection methodology (e.g., observation, in-
terview, mail questionnaire).

2) scope or completeness of data (e.g., sample
versus universe, summary versus detail).

3) for external sources, an indication of services
level and support.

It should be noted that other factors might be included
in the confidence coefficient which were already speci-
fied in other attributes, such as edit rules applied.

C.5.2.6 Relationships of Data

a) Organization - An indication of the data organization
used for the data entity (e.g., indexed, sequential or
random). If a generalized data base management system
(GDBMS) is used, the data organization of the GDBMS
should be identified.

b) Sort Sequence - A list of the data items upon which the
sequence of the data entity is maintained.
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c) Sequence - An indication (by label and name) of the se-
quential position that the data entity occupies in the
hierarchy of data entities (e.g., the sequential position
of a data element in a specified data record).

d) Data Structure - A description of the membership of the
data entity with all other entities in the data entity
hierarchy (e.g., for data bases and data collections, a
description of the data structure of these data entities
would be specified.

In addition to these data attributes, there are others which re-
late to administrative control of a Data Dictionary entry for a
specific data entity. These entries are to be used by the Sys-
tems Manager in establishing and maintaining control over the Data
Dictionary itself. Among these are:

1) Preparer - The name of the individual who prepared the
entry.

2) Content Responsibility - The name of the individuals
responsible for the integrity of the entry (approval).

3) Last Change Date - The date that the last change was
made to the entry.

As previously mentioned, it should be recognized that the Data
Dictionary data attributes apply to varying levels of the data
entity hierarchy. As a practical matter, it should be noted that
the Data Dictionary will be organized around the lowest level of
the data entity hierarchy (i.e., the item). This is to facili-
tate referencing and to simplify the organization of the dic-
tionary.

C.5.2.7 Other Entity Considerations

Besides the data entity hierarchy, there are several other
important entities, in the TSC environment, which should be
considered within the context of the Data Dictionary. These re-
late to the data flow and procedures which surround the TSC data
environment. The most important entities which should be con-
sidered are as follows:
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a) Data inputs (transactions, source documents)
b) Data outputs (reports)

c) Data processes (programs, application systems)
d) Data Users (internal, external)

These entities represent forms which the data entities themselves
have taken prior to and after they have been in the Data Base,
the processes applied to the data entities, and the users the data
entities are meant to serve. In structuring the 1list of data
attributes, we have included these data entity relationships as
part of the description of the data entity. Thus, in the class
of attributes "Source of Data," there is a description of the
Data Inputs. Alternatively, one could define these entities in
the Data Dictionary by making entries for Data Inputs, Data Out-
puts, etc. These entries would then be related to entries for
for data entities through appropriate declarations in the "Rela-
tionships of Data" class of atrributes.

Regardless of which approach is preferred, it is important
to recognize that these relationships between data entities and
the other entity considerations described above do exist and
should be recorded in the Data Dictionary.

C.5.3 Example Descriptions of a DOT Data Collection

For purposes of clarity and demonstration, a typical set
of Data Dictionary entries is shown here, as it might appear for *
the National Geocoding Coding Converter File. The examples are ‘
meant to illustrate the content, and not the form, of the de-
scription, and are, therefore, not a complete description of the
file. The file is described by definitions at three levels of
the data entity hierarchy.

a) Data Item
b) Data Record

¢) Data Collection
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Two examples are shown at the first, or Data Item, level and one
each at the Record and Collection levels in the four examples
which follow.

EXAMPLE 1. DATA ITEM LEVEL: "SERIAL NUMBER"

Identification of Data

1. Label - IT-001 (Note, this is just an arbitrarily
chosen number. The TSC will decide upon an appro-
priate coding scheme for its Data Dictionary.)

2. Name - COBOL name is SER-NUM

3. Description - Six-digit numeric record identifi-
cation.

4. Designator - Item which is name of number of re-
cord of Geocode File 1.

5,6, 7, 8, 9, 10 - N/A

Source of Data

1, 2 - N/A

3. Entry Source - Machine generated.

4. Content Responsibility - Machine generated.
5. Derivation Algorithm - sequentially assigned.

Type of Data

1. Data Type - Name of Number.

Use of Data

1. N/A
2. Representation -
a) Length - 6 characters
b) N/A
¢) Justification - right, zero padded.
d, e, £, - N/A
3, 4, 5, 6, 7, 8 - N/A
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Qualification of Data

1. N/A

2. Access Keys - Access key of the file is this item.
3. N/A

4. Edit Rules - Numeric only

5, 6, 7, 8, 9, 10 - N/A

Relationship of Data

1, 2 - N/A
3. Sequence - Position 1-6 in REOQO1.

4, Data Structure - IT001 is number of RE0O01.

EXAMPLE 2. DATA ITEM LEVEL: "NAME OF STATE"

Identification of Data

1. Label - ITO002
2. Name - COBOL name is STATE-NM

3. Description - Full alphabetic spelling for names
of the 50 United States and the District of
Columbia.

4. Designator - Item of name of states of U.S.A.
5, 6, 7, 8, 9, 10 - N/A

Source of Data

1’ Z'N/A
5. Entry Source - Punched card input.

4. Content Responsibility - Federal Information
Processing Standard Publication 6-2, County and
County Equivalents of the States of the United
States, Sept. 15, 1973. Issued by National
Bureau of Standards.

5. N/A

C-57



Type of Data

1. Data Type - Name
Use of Data

1. N/A

2. Representation
a) Length - 20 characters
b) N/A
c¢) Justification - left, padded blanks
d, e, £ - N/A

3,4, 5, 6, 7, 8 - N/A

Qualifications of Data

1. N/A

2. Access Keys - IT001

3. N/A

4. Edit Rules - All alphabetic
5, 6, 7, 8, 9, 10 - N/A

Relationships of Data

1, 2 - N/A
3. Sequence - Position 7-26 in RE0O1

4. Data Structure - IT002 is a member of RE0O01

EXAMPLE 3. DATA RECORD LEVEL: GEOCODING CONVERTER FILE I

Indentification of Data

1. Label - REO0O1
2. N/A

3. Description - Records for each of the counties
and county equivalents in the United States,
containing the geographical codes for Regions,
States, Areas, County Sectors and Counties.
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4. Designator - N/A

5, 6, 7, 8, 9, 10 - N/A

Source of Data - N/A

Type of Data - N/A

Use of Data - N/A

Qualification of Data

1. N/A

2. Access Keys - IT-

3, 4, 5, 6,7, 8, 9,

Relationships of Data

1, 2, 3, - N/A

4. Data Structure -

001
10 - N/A

RE-001 is a member of DC-001
RE-001 contains IT-001 thru IT-065.

EXAMPLE 4. DATA COLLECTION LEVEL-GEOCODING CONVERTER FILE I

Identification of Data

1. Label - DC-001

2. Name - DOT National Geocoding Converter File 1.

3. Description - A cross-reference tool that pro-

vides a means to
to another.

4, 5, 6, - N/A

convert from one geocoding system

7. Generation - No back-up.

8. Location - DOT Transportation Systems Center,

Tape Library.
9. Classification -

10.

EDP Labels - 0S/360, GEDFIL1.

Code Table.

REVNEX. DYYMMOO. aaa
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Source of Data

1. Source - Available from Information Division,
Transportation System Center, Kendall Square,
Cambridge, Mass. 02142.

2. Source Documentation - Report available from
source describing structure and content, Report
#R4805/0P 409.

3. N/A

4. Content Responsibility - Information Division at
Source.

5. N/A

Type of Data - N/A

Use of Data
1. Media - Tape, 1600 bpi 9 track
2. Representation
a) N/A
b) Mode - EBCDIC
c, d, e - N/A

f) Format - Block Size = 3330, Fixed length
Records - 185 characters

3. Volume - 4,000 records

4, Growth Factor - None

5. Security - Available to the public
6. N/A

7. Users - Users of geographical data
8. Hardware/Software - 0S/360

Qualification of Data

1. DOT Access Control - None
2. Access Keys - IT001
3,4,5,6,7,8,9,10 - N/A
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Relationships of Data

1. Organization - Sequential by IT001

2. Sort Sequence - IT001

3. N/A

4. Data Structure - DC001 Contains RE(QOQ1

It should be noted that many of the data attributes marked
as optional (0) were left blank in the four examples above. This
illustrates the fact that, even though some information is un-
available, the total Data Dictionary entry should still be made
and updated at a later time.

C.5.4 User Interfaces with the Data Dictionary

Certain issues derive from Data Dictionary interface con-
siderations. There will be three classes of Data Dictionary
users in the TSC environment. Additionally, in the future, auto-
mated systems which will use the Data Dictionary will represent
another class of user interfaces. The following is a description
of these users and interface issues emsuing from their involve-
ment.

a) Data Processing Users - The individuals involved in

planning, designing and implementing data processing
systems in TSC will use the Data Dictionary in the
course of carrying out their functions. The systems
planner will use data dictionary information to assist
him in identifying information flow and relationships.
The data attributes relating to Source of Data, and
Relationships of Data will be particularly useful in
this regard.

The system designer will look to the Data Dictionary
for support in establishing particular data require-
ments, such as frequency of update, volume, and
security constraints. The data attributes relating
to Use of Data and Qualification of Data will be par-
ticularly useful to the systems designer.
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b)

c)

The applications analyst/programmer will use the Data
Dictionary as a source of guidelines in designing his
program and as a means of documentation support. The
data attributes relating to Identification of Data, Use
of Data and Qualification of Data will all be of in-
terest to the analyst/programmer involved in systems
implementation.

Data Base Systems Manager (DBSM) - The TSC Data Base
Systems Manager (discussed in greater detail in Sec-

tion C.7) will use the Data Dictionary as a primary
tool in performing his functions. The DBSM activities
of data definition, data base design, data base docu-
mentation will be directly supported by the Data Dic-
tionary by the capabilities it provides as a reposi-
tory of information about the TSC data base. Data de-
finitions will be entered directly into the dictionary,
as well as the data base design. Moreover, the dic-
tionary serves the DBSM as a design aid in high-
lighting inconsistency and/or redundancy of data en-
tities. Other functions of the DBSM (i.e., re-
sponsibility for maintaining data base integrity, con-
trol over data base access and data base standards)
will also be served by the dictionary.

However, it is important to recognize that the Data
Dictionary is only a tool which the DBSM will use.
Having the dictionary alone will not insure that these
functions will be performed. It remains the DBSM's
responsibility to exercise control and utilize the dic-
tionary to manage the TSC data base environment.

End-user - The end-user of transportation information
in the TSC environment will utilize the Data Dictionary
as an aid in locating more precisely the information
which is required from the data base. By concentrating
on the data attributes relating to Identification of
Data, the end-user will be assisted in narrowing down
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the scope of his request --- thus allowing the data

base to be more responsive to his needs. Use of the
DESIGNATOR in this regard in conjunction with Key Word
Out of Context (KWOC) listings will be particularly help-
ful to the end-user. As the dictionary facility evolves
and becomes more sophisticated, it will be possible

to provide end-users with a query capability designed

to allow browsing through dictionary entries from a
terminal.

d) Automated-Use - Additional control over the TSC data
base environment can be achieved by providing automated

interfaces between the Data Dictionary and
1) Compilers

2) Data Base Management Systems (DBMS)

These interfaces will depend heavily on the specific
nature of the software involved, thus precluding any
specific discussion of how they would operate. Never-
theless, in general, an interface with language could
provide better control over data definition and program
access to the data base. An interface to the DBMS can
facilitate greater data base integrity and a degree of
program data independence (i.e., the data base can be
changed without affecting the porgram).

The necessity for these interfaces with automated users
is usually not required until later stages when the data
base environment is fully operational. However, if
these interfaces are not planned for and implemented

in the initial stages, it will be extremely difficult

to do so at a later time. Thus, it is recommended that
provisions for interfaces to automated users be incor-
porated into the overall design of the data dictionary.

For the first three classes of user, interfaces with the
Data Dictionary will take the form of various types of reports and
listings which can be produced using the dictionary files. These
reports and/or listings generally will contain different
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combinations of, and crosslistings of, Data Dictionary content.
Basically, there are three types of reports/listings that are
required by dictionary users:

1) Glossary Reports - Glossary reports will be organized

around attribute(s) and list the value(s) for those
attribute(s) for all entries at a particular level of
the data entity hierarchy.

2) Catalog Reports - Catalog reports will be organized around

data entities and provide a listing of all the at-
tributes for that particular entity, or set of en-
tities.

3) Control Listings - These listings will be used by the

DBSM to maintain control over the Data Dictionary. A
journal of all transactions updating the dictionary
and an error listing are fundamental tools of control
required by the DBSM.

It should be noted that a listing of all the attributes for
all the entities in the dictionary, represents a dump of the en-
titre contents of the dictionary. If this listing were organized
by attribute (one would very rarely do this), it would be called
a Glossary; it it were organized by entity it would be cate-
gorized as a Catalog of the entire contents of the Data Dic-
tionary. The DBSM will require a complete Catalog of this nature.

Other users of the dictionary (data processing users and
end-users), will require a capability to select, for specific
Catalog Reports, precisely which data dictionary entries are to
be listed. This type of selective retrieval from the dictionary
will make it easier to use and thus promote its acceptance among

users.

The Glossary reports will be particularly useful in analyz-
ing data base content, and in data base design. An example of
these reports is the Key-Word-Out-of-Context (KWOC) 1listing. This
report is a listing of the data attribute, DESIGNATOR, alpha-
betically by key-words, cross-indexed against the entity LABEL.



Other attributes such as NAME and DESCRIPTION could be included
as well. The KWOC listing could also be used by the end-user to
locate relevant entries in the dictionary for a particular re-
quest he may have in mind.

It should be recognized that much of the flexibility and
ease of use that is being emphasized for the Data Dictionary
user-interface, will only be possible with an automated implemen-
tation of the dictionary. This issue of a manual versus auto-
mated dictionary is discussed in the following section devoted
to implementation of the dictionary.

C.5.5 Data Dictionary Implementation

There are a number of design issues which must be consid-
ered when approaching the implementation of the Data Dictionary
in the TSC environment. Among these issues, the following three
areas should be given special attention in the planning stages of
development:

a) Automated versus Manual Data Dictionary
b) Design of the Data Dictionary data base

c) Guidelines for Data Dictionary data capture

C.5.5.1 Automated versus Manual Data Dictionary

The TSC Data Dictionary will be implemented as an auto-
mated system. An automated TSC Data Dictionary system can be
based on a purchased off-the-shelf software package, a number of
which are currently available from reputable software vendors.

A partial list of available data dictionary systems and their
respective vendors are:

a) IMS Dictionary System - IBM
b) LEXICON - Arthur Anderson § Co.
c) UCC-10 - University Computing

d) Data Catalogue - Synergetics
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Alternatively, the TSC data dictionary could be developed in-
house. Governing the make-versus-buy decision will be an evalua-
tion of each prospective package against the specified require-
ments, as presented herein and as perceived by TSC personnel. Re-
gardless of the outcome, however, careful attention must be given
to the relationship between the automated data dictionary and the
DBMS. Given the wide diversity of types of data collections to be
stored in the TSC data base, and recognizing the unpredictability
of user requests, it would be desirable to maintain maximum flexi-
bility with regard to the use of various types of DBMS systems.
Thus, in choosing the type of automated dictionary to implement,
it is recommended that care be taken not to 1imit TSC to the use
of a single DBMS.

The decision to automate the TSC Data Dictionary is based on
the following considerations:

1) Volume - Given the amount of detail required in the TSC
Data Dictionary, when the volume of data dictionary
entries1 exceeds approximately 1,000, and the rate of
update is more than 20%, the use of automation should
definitely be considered.

2) Need for Analysis & Design Support - The TSC must con-
sider the need for Data Dictionary support in the Data
Collection phase (see Section C.4). Data analysis and

data base design can be significantly enhanced through
use of a dictionary, especially in the TSC environment.
If this type of support is required, an automated dic-
tionary should be considered.

Lan entry is defined as a specification of all the data attributes
for a specific data entity.
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C.5.5.2 Design of the Data Dictionary Data Base

The design of the data organization for the TSC dictionary
is an important aspect of dictionary implementation. If the dic-
tionary is automated and purchased as a package, no issue will
exist. However, in the event TSC develops its own automated dic-
tionary, the following two important design issues should be con-
sidered.

a) The basic design of the dictionary data organization
should be developed around the data item. This ap-
proach will facilitate flexibility and expandability
because the data item is the smallest common denomi-
nator among all data entities.

b) The design should take into account the concept of
variable/non-variable data attributes. Non-variable
attributes do not change from one use of the data item
to another (i.e., DESCRIPTION). Variable attributes
can change from one use of a data element to another
(i.e., REPRESENTATION). Utilizing this dichotomy of
attributes in dictionary data organization design will
minimize redundancy by storing non-variable attributes
only once. Furthermore, data specifiers will have the
ability to define similar data entities more easily by
referencing non-variable attributes already defined
elsewhere.

C.5.5.3 Guidelines for Data Dictionary Data Caputre

The methodology employed in capturing data for the TSC
Data Dictionary will affect the integrity of the dictionary, as
well as the effort's cost. Essentially, the objectives of the
methodology used will be to reduce errors and increase accuracy
of definition and specification. The following actions will be
implemented to achieve these objectives in the TSC environment:

a) Special forms will be designed for use in data capture.
Preformatted input will minimize data entry errors in
the automated system.
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b) Data specialists will be trained in screening input and
refining definitioms, descriptions and specifications to
improve the integrity of the dictionary.

c) Formal procedures will be established for the process
of data capture, including review, edit checks, and ap-
provals at appropriate levels.

In summary, the Data Dictionary will play an important role
in providing for centrally-controlled data resources in the TSC
environment. Early implementation of the dictionary can be bene-
ficial in this regard, if only by providing an authoritative con-
trol source for information about TSC data resources.
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APPENDIX D. POSSIBLE DOT SOURCES OF DATA

The Information Division, Transportation Systems Center,
conducted a review of the DOT Organizational Manual with a view to
identifying possible statistical data sources within DOT. The
review team relied heavily upon descriptions of division functional
responsibilities in identifying organizations to be studied as
possible sources; however, special assistants and branches with
"promising" titles were also included in the review.

Table D-1 identifies the various organizations revealed in
the study. Table D-1 ihcludes the main portions of the identified
organizations' functional statements as they relate to information, *
While no perfect classification scheme can be established to mark
the bounds of responsibilities for any organization, the twenty-four
organizations identified can be divided into seven groups dif-
ferentiated by main mission, as follows:

a) one organizational unit concerns itself with the broadest
and most general definition of information;

b) six units deal directly with data, statistics, and com-
pilation;

c) three units distribute transportation research informa-
tion;

d) six units provide information systems for management data;
e) four units operate ADP hardware;
f) two units provide ordinary library services; and

g) two units concentrate on software development.

Em T .
Responsible personnel who may be contacted and their telephone
numbers are also included for reference convenience.
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APPENDIX E - TSC DATA TAPE LIBRARY SYSTEM
(ROLES AND RESPONSIBILITIES DESCRIPTION)

E.1 OBJECTIVES

E.1.1 General Objectives

To structure and install a comprehensive procedural and
physical process which efficiently (cost minimization) regulates
the acquisition and utilization of machine readable and other data
at TSC.

E.1.2 Background

The development of socio-economic projects at TSC has accel-
erated the requirements for the use of statistical data in support
of these projects proportionately. Since there has been no control
mechanism for specified acquisition, delivery, and sharing of data
to the staff except for the legal procurement process, it is only
natural that each staff member with data requirements develops
differing data needs with varying characteristics. Furthermore,
upon receipt of data, staff members have no reason to offer their
holdings to the TSC analyst community for wider use. As a result,
there has been an accumulation of data at TSC which is not of
lasting availability and tends to be discarded after the initial
utilization. A further circumstance of current data acquisition
procedures involve the repeated purchase of machine readable data
which is not compatible with the TSC PDP-10 computing system.

E.1.3 Specific Objectives

To replace the uncertain process which now exists in acquisi-
tion of machine readable statistical data, a new approach is
offered with specific objectives.

a) Single point inspection of data requirements and specifi-
cations to minimize duplicate data or data processing
incompatibilities with the TSC computing system.



b) Central receivership of delivered data for recording,
copying and distributing to TSC analysts.

c) Separate but coordinated functions for archieves and work-

ing data base libraries.

d) Standards for machine readable data to facilitate auto-
mated accessibility and computing services.

e) Directory services to assist analysts in reviewing current
holdings and determining approaches to satsify require-

ments.

It is proposed that a system as outlined herein and currently
in limited operation be completed and installed at the earliest

practicable time.

E.2 SYSTEM OVERVIEW

The beginning of any analysis at TSC concerns itself with
two problems simultaneously. One is the appropriate structure for
a model of the problem and the other is the identification and
acquisition of data to support the proposed analysis. In this
instance, it is assumed that the data problem is large enough to
warrant ADP in the exercise of the analysis.

The objective of the data tape library is to provide a cen-
tral location and system for supplying the analyst with data
through operations that approximate any good source library. The
analyst in this problem situation reviews the holdings of the data
tape library and makes a determination of the availability of the
desired data. If it is available, the user would behave as de-
scribed later in this section.

I1f the data were not in the holdings, as perceived by the
analyst, the analyst would generate a brief document establishing
the data requirements desired. Coordinating with the Information
Division (Code 220) would reinforce the earlier decisions of the
analyst or reveal options from the present holdings that were not
obvious in the initial review by the analyst. Based upon the

results of the coordination efforts, the desired data would be



obtained in its currently best form. Inadequate collection activ-
ities will be documented by Code 220 for use in establishing
Department needs for data collection, and the efforts of Code 220
in establishing the best avenue for obtaining the data in the most
logically consistent manner will be added to the physical stand-
ards of the TSC Data Services Division (Code 840).

Receipt of the data within TSC will always be through the
Library operated by the Information Services Branch (Code 813).
There, a formal log-in will be accomplished including archiving of
the hard copy supporting documents that describe the data. The
Library will forward the data to Code 840 and update the records
that describe the TSC current holdings.

Finally, the analyst will be advised of the receipt of the
data and periodic bulletins will be issued to all of TSC to review
the tape library holdings.

The data tape library system consists of five operating
functional activities that enable any user of information stored on
magnetic tape at TSC to seek out, borrow and use data tapes through
a systematic procedure. This system has been set up to alleviate
the data take handling problems that have plagued the center in the
past; e.g., data tapes were kept in different offices throughout
the center without a record of where they were stored, data tapes
have been also found without labels or documentation to support
them. In order to correct these and other data_tapes handling
problems, the data library was conceived; its five activities are
described in the following paragraphs and illustrated in the over-
view diagram of Figure E-1.

E.2.1 Data Acquisition

An analyst who wishes to acquire data on magnetic tapes can
do so after two activities are accomplished:

a) A review of the holdings in the library to determine
whether the data elements requested Presently exist on
one or more tapes. If SO, then arrangements are made for
access to these data elements. 1If not, the next activity
is pursued.

E-3
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b) The analyst develops formal specifications with a request
for data tapes. These are reviewed and requested tapes
made compatible with the TSC computer or in a form that
the computer utility programs can convert efficiently.

E.2.2 Catalog Card File

An organized card file will be maintained that will contain
all pertinent information relating to physical format character-
istics; e.g., 800 B.P.I., 9 TRK, BCD, etc. Accompanying the card
will be a logical record layout defining and describing each
element of the actual data; e.g., company name, 81-109 char. pos.,
alpha field.

E.2.3 Automated Data Dictionary

An on-line computer microfiche system will enable analysts
seeking information pertaining to specific data elements stored on
the data tapes the ability to view catalogue cards, abstracts,
record layouts and examples of the data. The procedure of using a
key word searching technique and on-line microfilm display terminal
will help determine whether tapes stored in the data tape library
can be used in conjunction with the analysts needs.

E.2.4 Operations Data Tape Library

The operations data tape library is located near the computer
facility and is used by computer programmers and analysts. Tapes
in this library are write protected and assigned tape numbers.
Analysts can have data tapes mounted from the library on tape
drives by calling computer operations and specifying a library
tape number.

E.2.5 Archival Tape Library

All of the tapes in the archival tape library are labeled
and recorded in the card catalogue and the abstracts and record
layouts are microfilmed and stored in the on-line microfilm
terminal.



Tapes stored in the Archival Data Tape Library can be used by
the analyst/computer programmer community with TSC by acquiring
lending copies. Historical tapes are only used for production of
lending copies under careful control of the data tape library
operations. Because there exists certain legal restrictions to the
use of some of the data tapes stored in the library, authorization
will have to given before restricted tapes can be utilized. With
the constant growth of the tapes submitted to the data tape library
the above procedures for qualifying analysts' requests for certain
types of data tapes and tracking of data tapes will become more
beneficial to TSC.

E.3 OPERATIONAL RESPONSIBILITIES

In order to make the TSC Data Tape Library system function as
proposed, the cooperation of many divisions with TSC is required.
The major institutional responsibilities involved in the library
are detailed as follows:

E.3.1 Review of Data Requirements - Information Division, 220;

Information Services, 813

As analysts' new data requirements arise, the holdings of the
TSC Archival Data Tape Library are reviewed to ascertain if the
required data set is already in-house. The on-line microfiche
system will be used to determine what data elements are available
to satisfy an analyst's requirements. In most straightforward
cases the data would be in the library in an acceptable machine
readable form and would be ready for loan to the requesting analyst.
Code 220's responsibilities are associated with keeping the library
holdings current by continuously recommending appropriate systems
(Data Resources, Inc., National Bureau of Economic Research), or
data set to be added or deleted from the holdings.

In the event that the data is not in the Archival Data Tape
Library the analyst would be asked to document the requirement for
data. This requirements document would be reviewed by Code 220
which would advise the analyst of the availability of the data for
purchase or the necessity of building the data set if none exists.
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If the data already exists and can be bought commercially or from
another agency, Code 220 will review and concur on the purchase
order. If it is available in-house, Code 220 will assist in creat-
ing the new structure through all appropriate means. If it is not
available at all, Code 220 will gather the requirement as evidenced
for a data collection program which might include such data.

E.3.2 Establishment of Technical ADP Standards - Information
Division, 220; Data Services Division, 840

During the procurement of data, personnel of the Data Services
Disivion will advise the analyst and Code 220 of the best logical
specifications for the data tapes being procured. Logical standards
for data elements will be set by Code 220 in all cases. Addition-
ally, physical standards for data processing will be set by Code 840
in all cases. Code 840 will keep the Information Division informed
of the most appropriate conversion programs, available systems, etc.
and their utility to the technical community. Code 220 will keep
the Data Service Division informed of the most appropriate
logical representations to well-known data elements and of
available conversion programs.

E.3.3 Creation of Data Sets - Information Division, 220; Contractor

If the data set must be created, the analysts' requirements
will be reviewed by Code 220 to ascertain the feasibility of con-
structing the data set in-house or of procuring the services of a
contractor to create the data. In the case of TSC creating the data
set, Code 220 will be the performing organization in most cases. It
is anticipated that the work will be conducted under TSC policies
regarding Inter-divisional Agreements. In the case of an outside
contractor the 220 staff will assist the technical initiator in the
preparation of the procurement package, evaluation of contractors
and consulting in the technical aspects of data collection and
processing.



E.3.4 Archival Data Tape Library Maintenance - Information
Services, 813; Information Division, 220

The library will be operationally maintained by the profes-
sional library staff in Code 813. They will be responsible for
receiving and logging in all data sets, preparation of statistical
abstracts, record formats, etc. and maintenance of the on-1line
microfiche system. Also, all data tape purchase orders will flow
through the Archival Data Tape Library. This is to insure that
the library staff is aware of all data acquisitions and that the
data tape(s) are delivered directly to the library for processing
prior to use. Code 220 will review the process and capabilities
of this activity for recommendation and funding improvements.

E.3.5 Creation of Archival Copies - Data Services Division, 840;
Analysts

Once a data set has been purchased or created the process of
delivery to the Archival Data Tape Library, logging in and the
creation of an archival PDP-10 compatible copy will take place.
Code 813 will transmit the tapes to Code 840 and inform the analyst
of the data's availability. It is the responsibility of the user
to work with Code 840 in the creation of PDP-10 readable data tapes.
The user will be informed of the necessary conversion costs which
must be incurred in spinning a PDP-10 compatible copy and will
initiate an account number with Code 840 so that the conversion
can be made. In those cases where multiple tapes are being pro-
cured, it will not be cost effective to convert all tapes upon

receipt. 1In this situation tapes will be converted as they are
used with the cost of conversion being borne by the first user with
a requirement to access that data set.

E.3.6 Provide Machine Operations and Data Access Control - Data

Services Division, 840; Information Division, 220

The Data Services Division's prime responsibility, of course,
is to provide the various computing facilities available to TSC.
The analyst may have a data tape mounted for use on his computer
account on the PDP-10 or, after referral to an outside vendor such

E-8



as DRI or NBER by Code 220, he may work with Code 840 to gain
access to one of these systems. The Data Services Division main-
tains the TSC Operations Data Tape Library which contains PDP-10
compatible tapes in current use by the TSC community.

As the Archival Data Tape Library holdings are updated and
archive copies stored, it is anticipated that analysts would find
it unnecessary to store full data sets in the TSC Operations Data
Tape Library once the work is completed. This will reduce in-
stances where individuals store seldom used data tapes in personal
bins, thereby taking up valuable storage space.

Code 220 has final access release control for those tapes
which are legally not in the public domain. Code 840 will check
each user of these tapes for proper authorization.

E.3.7 Data Acquisition Announcements - Information Services, 813;

Information Division 220

Following the creation of an archival copy for the library
the data set will be added to the list of TSC Data Acquisitions
which will be printed periodically by Code 813 and distributed
throughout TSC by Code 220.

In summary, Table E-1 depicts the institutional responsibil-
ities involved in the library system.

This section has outlined the general flow of activities and
the responsible division of labor associated with them. Figure
E-2 provides the reader with a comprehensive look at how the
activities interralate with one another. The next two sections
deal more specifically with the operating characteristics of the
library and its ability to respond to user requirements.

E.4 USER-LIBRARY INTERFACE

Assuming that a member of the TSC facility has developed the
need for a specific data base, and has determined, after consulta-
tion with the library personnel, that the data base is not present-
ly available in-house, it is his responsibility, in cooperation
with the library, to locate a source from which that data base may
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TABLE E-1. LIBRARY SYSTEM INSTITUTIONAL RESPONSIBILITIES
Element Major Responsibility Minor Responsibility
Data User e Structure Data Requirements

e Enlist Support of 220, 813, 840

Code 220 e Legal Access Rights e Support Library
e Establish and Maintain Logical Maintenance
Standards e Support Data Dissemination
e Review Data Requirements
e Create Data Sets
e Technical Consulting
Code 813 e Maintain Archival Library ® Review Data Requirements
‘e Prepare and Disseminate Data
Acquisition Announcements
Code 840 e Establish and Maintain Physical e Support Creation of Data

ADP Standards

e Create Archival Copies

o Provide Machine Operations and

Data Access Contro

Sets
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be obtained. If such a source if found, all pertinent information
regarding the source, the nature of the data base, should be docu-
mented and presented to Code 220 for review. Code 220 will assist
in a make/buy dicision advising on technical problems, alternatives,
and contracting sources. Justification for its purchase and allo-
cation of funds for the purchase will then be entered in appro-
priate procurement forms.

This form should be presented to the person in charge of the
reference tape-library. The librarian shall ascertain and specify
on the form the tape characteristics required to assure compatibil-
ity with the PDP-10 capabilities, and explicitly request complete
and current documentation of the data base. Appropriate signatures
will be obtained and the purchase order submitted to the purchasing
office.

If a source is not found, the development of a data collec-
tion project will be undertaken by the initiator in conjunction
with Code 220.

Upon receipt by the library of the product from the supplier,
unless the librarian is reasonably certain that the acquired data
meet the specifications of the purchase, the initiator of the pur-
chase will be consulted at the various stages of cataloging, dup-
licating or converting to verify the acceptability of the content
and format of the data base. If no discrepancies occur, the
librarian will inform the user of the availability of the documenta-
tion in the reference tape-library and the data base in the operat-

ing tape-library, including the appropriate tape designators.

If the data received from the supplier proves to be defec-
tive, faulty or of an inappropriate format, or simply not what was
expected, appropriate action will be taken by the librarian, in
concert with the initiator is required, to rectify the errors.

If a data base is already available in the library, anyone
wishing to use it may consult the documentation and obtain the
coordinated operational tape designators and access the data base
directly through computer operations.

E-12



E.4.1 Depositing a Data Base in the Data Tape Library System

If a member of the TSC staff has a data base that is not al-
ready resident in the reference tape-library and if that data base
is judged by Code 220 to be of sufficient value to be placed in
the library, the tape-library will accept the data tapes provided
that adequate documentation accompanies the tapes. The library
is not a repository for useless, undocumented, tapes.

In fact, in the startup phase, a continuing effort will be
made to transfer control of data bases presently in-house to the
reference tape-library. No interruption in the present users'
operation should be anticipated. Such transfer principally
involves paperwork with one exception: the user must supply the
documentation. The operational tapes will be assigned new codes
and be listed as elements of the Operating Data Tape Library,
rather than the personal property of the present user. The master
tapes will be cataloged into the Archival Data Tape Library.

E.4.2 Ownership and Access Restrictions

All data based purchased or deposited in the library are
understood to be the custodial property of the library facility:
the master tapes and documentation reside in the Archival Data Tape
Library; the operational tapes in the Operating Data Tape Library.
Neither the tapes nor the documents are to be removed and seques-
tered in a private holding. It is assumed that the initiator of a
purchase has priority in availability of any of the elements. Such
priority, however, should not, under normal circumstances, be of
any significance since duplication of the documents is ordinarily
a simple matter, and machine-access to the operational tapes by all
who have a legitimate use should negate any priority claims.
Duplication of the machine-readable tapes is at the option of the
user, provided originator-imposed restrictions, if any, are under-
stood and observed.
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E.5 SUMMARY

The Archival Data Tape Library includes the following major

activities:

a)

b)

d)

f)

To establish, develop, and maintain a central computerized
data base library with the facilities for the shortage of
magnetic tapes, discs, and computer printouts.

Coordinate all requests for the acquisition of computer-
ized data.

Acquire, document, and maintain all appropriate writeups
for the cataloging and descriptive documentation of
record layouts, computer processing specifications, and
general information including history of the data base.

Coordination with the TSC ADP I/0 unit of all necessary
functions in the processing cycle, e.g., tape conversion
and backup tape creation.

Assist users of the Archival Data Tape Library in locating
and referencing desired data or recommending other sources
for the same.

Operation of automatic microfilm and data retrieval system.

In order for the Archival Data Tape Library to be an effective

tool of management it must maintain efficiency in all aspects of

its operation. It must function with a minimum of complexity from

the initial acquisition phase through the final data processing

stages.

1)

Outlined below are basic operations within the ADTL.

Log Procedure. A single card record is completed for

each unit of data received. The information posted on
the card summarizes the nature of the data and includes:

a) Control number

b) Tape number or other ID
c) Title

d) Source of data

e) Creation date and chronological span of data
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f) Number of tracks

g) Character set, e.g., EBCDIC

h) Density

i) Tape parity

j) Blocking factor

k) Number of characters per record
1) Data packed or unpacked

m) Individual contact or TSC source

The reverse side of the card reflects users of the particular

document (tape) and dates of usage.

2)

3)

4)

Description Briefs. The development and maintenance of

summary descriptions provides additional detail of the
data file. Included would be statistical variables with-
in the file and their organization and/or location in

the file. The descriptions are prepared after careful
review of existing documentation. If the documentation
is incomplete contact is made with the TSC source of the
data or the originating organization for the establish-
ment of basic computer configuration, record descriptions
and layouts.

Documentation. This stage entails the development and
maintenance of physical files of all available written

reports, history, and writeups for each data base. These
documents detail the statistical nature and properties of
the data contained in the data base. Also described are
the details of the computer specifications for processing
the data and outlines of the structure of the file.
Relevant historical information detailing the early
development of the data base may also be included.

ADP Coordination. All necessary coordination with the
TSC ADP I/0 unit will be carried out. These functions
include requests for tape conversion, backup tapes, and

requests for computer-generated reports on tape user
activitity.
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5)

6)

100Copies

Bulletin. A Bulletin of Recent Acquisitions is published

periodically and distributed in the Center. It lists

and describes, in as much detail as possible, the current
data bases available in the Archival Data Tape Library.

Computerized Microfilm System.

a)
b)

Development of a terminology list

The installation of an on-line computer microfilm
system is planned for the ADTL.

The user, with the aid of a computer, searches the
microfilm file using combinations of terms and
phrases. For example, the user may request, via
terminal, a display of all CAB "freight and damage"
entries. The computer will search and retrieve the
desired information for display. The data or in-
formation seen on the display can also be converted
to hardcopy.

“U.S. GOVERNMENT PRINTING OFFICE: 1977=701-345/89
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